The Foundation provides awards for research in the sciences and engineering. “The awardee is who
responsible for the conduct of such research and preparation of the results for"publication. The
Foundation, therefore, does not assume responsibility for such findings or their“interpretation.

The Foundation welcomes proposals on behalf of all qualified scientists and”engineers, and strongly
encourages women, minorities, and persons with disabilities to compete fully in"any of the research-
related programs described here. In accordance with federal statutes, regulations”and NSF policies,
no person on grounds of race, color, age, sex, national origin, or disability shall’be excluded from
participation in, denied the benefits of, or be subject to discrimination under any”“program or activity
receiving financial assistance from the National Science Foundation.

Facilitation Awards for Scientists and Engineers with Disabilitiegrovide funding for special
assistance or equipment to enable persons with disabilities (investigators and”other staff, including
student research assistants) to work on an NSF project. See the program”announcement, or contac
the program coordinator at (703) 306-1636.

The National Science Foundation has TDD (Telephonic Device for the Deaf) capability, which
enables individuals with hearing impairment to communicate with the Foundation“about NSF
programs, employment, or general information. To access NSF TDD dial (703)"306-0090; for FIRS,
1-800-877-8339.

Catalog of Federal Domestic Assistance Number 47-070; Computer and’Information Science and
Engineering.

ly



Preface

The Computeand Information Science and Engineering (CISE) Directorate, under the“direction of an Assistant Director
consistsof the following six divisions and offices: AdvancedScientific Computing (ASC) Division, Computerand
Computation Research (CCR) Biwon, Cross-Disciplinary Activities (CDA) Office, Information, Robotics and”Intelligent
Systems (IRIS)Division, Microelectroniclnformation ProcessingsystemgMIPS) Division, and theNetworking and
Communications Research and Infrastructure (NCRI) Division.

The Microelectronic Information Processing Systems DivisioffMIPS) supports research amvel computingand
information processingystemsncluding signalprocessing. Emphasis is erperimentatesearchtechnology-relate
researctand particularly the critical link between conceptualization and realization for“integrated systems. Technologig
include VLSI, ULSI, OPTICAL, OPTO-ELECTRONIC, INTER-CONNECTION and other"emerging technologies. The
focus is on researcpertainingto hardwaresystemsand their supportingoftware,including: experimentalresearch
involving these newystems; infrastructures, environmemtsls, methodologies and services for rapid systems prototyping;
design methodologies and tools; technglddgven and application-driven systems architectures; and fabrication and testing
of systems. For signal-processisgstems, research on algorithms and architectures relating to these new"technologies th
have promise for real-time computing is emphasized.

The purpose of this Summyasf Awards for the MIPS Division is to @vide the scientific and engineering communities with
a summay of those grants fided in Fiscal Year 1995. This report lists only those projects funded using Fiscal Year 1995
dollars and hence may not list some multi-year awards initiated prior to Fiscal"Year 1995.

Similar areas of research are grouped togetherddereconvenience. The reader is cautioned, however, not to assume that
thesecategoriesepresent théotality of interestsof each program, or thtetal scopeof each grant. Projectsaybridge
several programs or dewlith topics not explicity mentionedherein. Thus, thesecategorieshave been assigned
administratively and for the purpose of this report only.

In this docment, grantee institutions and principal investigators are identified first. Awardidentification numbers, awarg
amounts, and award durations are enateerafter the individual project titles. Within each category, the awards are”listed
alphabetically by state and institution.

Readersvishing furtherinformation on any particular project described in this report are advised to“contact the principal
investigators directly.

Bernard Chern
Division Director
Microelectronic Information
Processing Systems Division
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Microelectronic Information Processing Systems
The MIPS Division

The area of Computirfgystems, which involves the structure of computers, is central to MIPS today and"will be
even more so in thiuture. This is a core areaf computerscienceand engineeringand in the 1990's
encompassemuchmorethanjust hardware. Computingsystemsdealswith computerarchitecturehardware
implementation, ystem software (operating systems and compilers), networking, and data storage”systems. The
advent of gigabit netwks, high performance microprocessors and parallel systems is dramatically “impacting
research on systems level architecture of high performance computing systems.

Theemphasisn MIPS is onREAL SYSTEMS i.ephysicallyrealizable. Specialeightis placed ondesign,
prototping, evaluation, and novel use of computiyglesms anan the tools needed to design and build them. This
involvestechnology driven and application related research, experimental research and theoretical studies. The
MIPS programs support reseamtn high level design(designautomationand CADtools); systemdevel
architecture studies; experimental systems research projects which build and evaluaé
HARDWARE/SOFTWARE SYSTEMS; signal processing algorithms and systems; knowledge of applications;
methodologiestools and packagingtechnologiedor rapid prototypingat thesystemlevel; andinfrastructue
needed to support MIPS' educational and research activities, e.g. MOSIS.

The Programs

Design, Tools and Test Program

The objectiveof the Design, Tools and Test Program is to obfiaiidamentaknowledgeabout thecomplee
designcycle for integratedcircuits and systemsrom conceptionthroughmanufacturingand operationaltest.
Emphasis is on integrating all aspects of flifecandautomating the design and testing processes. There are four
topical research areasthin the Program. These afEheoreticalFoundationsPesignAutomationand Tools,
Manufacturing Test, and Design Simulation.

Systems Prototyping and Fabrication Program

Supports research aechnologiestools, and methodologiesneededfor the prototyping of experimenth
information processing/sttms and for Microelectronics Education. Issues that arise in rapid system”“prototyping
are explored, including use of new packaging techniques such as multichip”’modules, and such systems issues as
interfacingandstandards.Support is alsprovidedfor newprototypingservices. Basic researohcessary to
mocel, simulate, measure, automate and improve the microfabrication process is “supported. Microelectronits
Educationsupportincludesworkshopsconferencesjevelopmenbf curriculum and courseware materials, and
educational support services such as those for FPGA's and fabrication”(MOSIS).

Microelectronic Systems Architecture Program

Supports basic research computingsystemsandmethodsfor their design. ComputingSystemsdealswith
computerarchitecturehardwardmplementationsystemssoftware networking,and datastorage. Research is
encouraged on the fundamental aspects of compytiteyrss architeéares and scientific design methods that better
utilize existing or emergingtechnologiessupportsystemssoftwareor addressmportantapplicationswhose
computdional requirementgannotbe metby conventionabrchitectures.The programemphasizephysically
realizable systems and, when necessary, limited proof-of-concept prototyping.
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Circuits and Signal Processing Program

Suypports research on circuit theory and analog and digital signal processing. The“emphasis is on modern sig

processing, stressing the impact of VLSI, including areas susfgaal representation, filtering, novel algorithms,
special-purpos&ardware andreal-time computing. Circuit theory researclencompassesuchactivities as
nonlinear, discrete-time, analog and hybrid circuits, and analog/ digital”’conversion.

Experimental Systems Program

Supports researaexperimentghat involve building and evaluating information processing andomputirg
systems. These agoal-orientedprojectsusuallyundertakerby teamsof designersbuilders, and users. The
building of a systemmustitself represent anajorintellectualeffort, andoffer advancesn our understanding of

information ystems architecture by addressing significant and timely research questions. The"system prototypes

being built should be suitable for exploring applications and performance issues.

Basic research in Computer Architecture and Computistg®s isupported by the National Science Foundation primarily

through three progms in the CISE Directorate: the Microelectronic Systems Architecture Program”and the Experimentg

Systems Program in the MIPS Divisi@md the Computer Systems Program in the CCR Division. The following pie“chart

shows the relative support through these three programs.

Experimental Systems Program
(55%)

Microelectroric Systems Architecture

(29%)

Computer Systems
(15%)

nal
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MIPS Directions

MIPS' planningtakesinto accountadvancesn technologyand newknowledgeand the neetbr closer tieof compute
science and engineering to real world applicationsat&remphasis is now placed @mplete systemswith a broad and
coherent research program in nsystemsarchitecturesautomateddesign,and designtools to aid in research and
development of high performance architectures.

The MIPS role in the High Performance Computing and Communications”(HPCC) Program focuses on the support of:

= Basic research (hardwares§stemsoftware)on newhigh performanceeomputerarchitectureandcomputirg
systems and on "Computer Science Challenges";

= Development of tools & CAD frameworks for their design, analysis andrealization;

= Algorithm developmentindcomputational techniques for “grand and national challenge” problems in"the areas
of research supported by MIPS.

Research on high performance compusigistems is responsive to such major drivers as: technology, applications and"new
ideas. To mke advances in this area that can be effectively exploited, requires that’experimental systems be built quicK
andcheaplyand newkinds of designtools be developedand supplied to the reseammbmmunityto enablethis to occur.

These protgpe ystems can be used to evaluat@ computing architectures by subjecting them to real applications which

provide believable tests of novel ideas and performance. Only by constructing“prototypes, performing measurements Ind

evaluating performance, can we realistically gauge the interaction between a new’computing system, its applications,
its users.

We see the need to:

= Work more closly with theapplicationsas wemovetowardhigherperformancecomputingto understandhe
computing needs of these applications.

= |ntegrateadvancegackagingechnologyinto computingsystemdesignand explore theystemlevel tradeoft
arising in the design of high performance computing systems.

= Develop the necessanfrastructure anddman resources in the computing systems area, especially the education
of students able to design and build hardware/software systems.

= Develop new services, tools, and methlogies for universities to utilize new fabrication and device technologies
in order todo rapid system prototyping for electrical and mechanical systems essential for"experimental researg
on these increasingly complex systems.

= Supportgeographicallydistributed collaborative novel computing system design requiring expertise from”many
areas (e.g., architecture, software, storage technology, 1/O, applications, etc.).

= Develop a new generation®fstems level design tools which have increased functionality, are highly”automated,
and accept high level specifications as inputs.

MIPS Directions ix
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MIPS Directions (continued)

Rapid Prototyping & Design

There is a need to be abledmsignand build"prototype"systems quickly, and easily in both universities and industry in
order to test the vality of a concept and to shorten the design-build-evaluate cycle. With the advent”of High Performanc
computingsystemsandhigh speed networks, this presents the opportunity to do prototyping using“distributed design an
manufacturing.

Rapid protogping allows designs created WBi\D systems and expressed in an all-digital format to be "prototyped" either
by simulating their performance and/or by constructing limited numbers of actual”parts to ascertain performance.

We feel this is an important exrch area involving 3 dimensional electro-mechanical objects, and so MIPS was one of the
major participants in Rrogram Announcement on Rapid Prototyping: Virtual and Physical issued by the"Foundation in
April 1994,

In May, 1994the MIPSDivision supported &Vorkshop to examinedesignandprototypingasdonein VLSI and in the
mechanical world. The success of the VLSI revolution, leads one naturally to“ask the gquiestioan we learn from

that success, and how might it be apjglable to the design of electro-mechanical systemsrhis was the central issue

the workshop examined number of Findings and Recommendations were put forward by the"wotkshggarticular,

it recommended thactive investigationof Solid FreeformFabrication(SFF) and Micrcelectro-mechanicabystens
(MEMS) mechartal implementation technologies where the VLSI experience will be most’relevant and provides a goo
starting point to apply VLSI-like Systems Design Methodologies.

The MIPS Divisionthensupported avorkshopat CarnegieMellon University on June 5-61995dealingwith Design
Methodologiedor Solid FreeformFabrication. Thisworkshopwasconvenedo examinein moredetail existingdesign
methodologies being used infFS&nd to determine whether substantial benefit would arise from research into“applying key
elements from the VLSI experience to SFF rapid Biaita technologies. He following SFF Technologies were examined:
Stereoithography,Laser-base®FF, ShapeDepositionManufacturing,3D Printing, and Lamination. The Executive
Summay of the resulting reqrt contains findings and recommendations addressing SFF Taxonomy, Design”Hierarchy an
Design Languagés.

On November 12-15, 1995, a workshop supporyed®F was held at the California Institute of Technology to discuss and
explore the research issues involved in developing Structured Design”Methodologies for

Micro-electro-mechanit&®ystems (MEMS) which would emphasize the clean separation between“design and fabricatior].

The report of this workshop is expected to be ready early in 1996.

As a resulof theseworkshopswhich providedan opportunityto examinemorecloselytoday’'sSFFand MEMS design
methodologies,the MIPSDivision sees the need to support researcexa@endingthosemethodologieso incorporate a
“clean” separatiobetweendesignandfabrication. Thislooksto beachievablgas wasdonein VLSI), by adoptinga
generic model of the fabrication process, incorporating increased use of digital“interface descriptions between design
fabrication, design rules, levels of abstraction and CAD tools, and improved languages for the description of 3-D objec

1 New Paradigms for Manufacturing (NSF 94-123)
2 Report is in pinting. Draft report isavailablefrom CMU EngineeringDesign Research Cent@ttentionDr.
Susan Finger).
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Summary

Number Dollars
of
Awards

Design, Tools and Test 66 $4,693,973
Design Automation 40 $2,729,973
Manufacturing Test 16 $1,647,556
Simulation 1 $62,500
Other 9 $253,776
Microelectronic Systems Architecture 51 $4,085,077
Technology Driven Architecture 35 $2,939,613
Application Driven Architecture 15 $1,130,464
Workshops and Conferences 1 $15,000
Circuits and Signal Processing 59 $4,603,137
Analog (Mixed Analog/Digital) Signal Processing 8 $666,102
One-Dimensional Digital Signal Processing 11 $1,123,468
Image and Multidimensional Digital Signal Processing 19 $1,565,891
Stistical Signal and Array Processing 12 $917,309
Other 9 $330,367
Experimental Systems 34 $8,306,180
Storage Hiearchies and Input/Output Systems 7 $2,173,211
General Purpose Computing 12 $3,068,618
Application Specific Computing 14 $3,059,351
Other 1 $5,000
Systems Prototyping and Fabrication 23 $3,035,062
Prototyping 19 $2,633,889
Microelectronic 11 $617,093

MEMS, SFF, MCM 8 $2,016,796
Education 3 $51,123
Infrastructure 1 $350,000

This summarydataincludesfundsdesignatedor specialFoundationinitiatives, andequipmenimatchingfundsfrom the Office of Cross-Disciplinay
Activities. It doesnotincludeprogramfundsuse tosupportintergovernmentaPersonnelct employees, their travel costs, or costs of travel of review
panelists and site visitors.
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Design, Tools and Test

Dr. Robert B. Grafton, Program Director
(703) 306-1936 rgrafton@note.nsf.gov

The Program

The Design, Tools and Test Program supports basic resedttdcironicDesignAutomation(EDA). Findingsof the
researctrontributeto fundamentaknowledgeabout thecompleteEDA designcycle for integratedcircuits (ICs) and
systems, from conception through manufacturing test.

Emphasis is offinding methodologiesieededo design verify, simulate,and test the moreomplexandheterogeneau
systemf the future. Discovering these new methodologies, with their appropriate”abstractions to simplify and expedite
the process, will mvide the basis for the development of the next generation of EDA tools. “Additional focus is on system
level designissues and thmyriadtradeoffsthatmustbe madein developinga balancedmanufacturableandprofitable

system design.

Research in EDA tools needs to address derivatiorppobppate models for the design domains, technologies, and physical
effectsof interestandconcerntoday. This researchyhile fundamentaln nature,musthave roots in the realorld of
electronic design. Thus, researchers often have ties to industry so as to keep“abreast of changing industry concerns.

Topics in EDA tools researctan be positioned in a three-dimensional space where the three axes represent the traditional
EDA area, the applicatiorochain, and the enabling implementation technology. This framework provides a“way to assess
the potential impact and difficulty of the problems addressed.

DRIVING FORCES

The technology of VLSI/ULSI circuits changes rapidly. Itis now possible to put”up to 5 million transistors on a chip and
operate at speeds in thendredsof Mhz range. Thelemandior computingsystemsof greatercomplexityandhighe
performance is high. Interfaces, applications, and advanced compsiimyssrequire ever more sophisticated, high quality,
andtrusted VLSI electronics. Thus, there is substantial need for a new generation of ' EDA tools for IC and system design
and test.

The manudicturing process is becoming so flexible that designers can specify and control“device parameters. This can be
a new approach for achieg low power, high speed, reliable designs. To do this, the EDA approach, dealing with design
abstractions, and the Techngl@@AD (TCAD) researh, dealing with devices and materials, need to be integrated. Design
methodologies that draw from both to these areas are sought.

Competitivenessequiresthatthe productiesigncycle mustbe reducedand newmechanismsor rapid verificationand
protoyping of designs must be developed. This, in turn, requires sophisticated EDA tools“which enable design engineers
to find viable solutionsto designproblems in aighly complexdesignspace. Additionally, designersmustaccountfor

factors, such as cost and operating environment.

The chaging technology, manufacturingcost andcompetitivenesslictate the major research problemef finding
methodologies to: Rapidly design a complex IC system; Verify the resulting“design; and Test the manufactured product.

Design, Tools and Test Program 1



GENERAL TOPICS

High operating and switatng speeds make electrical effects on the chip an important factor, thus causing a’new dimension
in EDA tool research. Itis necessty use an integration of analytical and experimental methodologies to achieve“suitable
designs. Research is supported on mixed signal and @igltmologies within the areas of theory, design automation, tools,
manufacturing test, and simulation.

Theoretical research explores computational models andlaigsrior design and testing methods in advanced technologies
and in mixed signal and asynchronous systems.

Design atomation investigates algorithms, tools and analysis methods for design at several’levels, including physical and
high level gnthesis. Goals amperformance, testability, synthesis, and verifiability of designs. Integration of ‘software with
hardware aspects are part of system synthesis.

Manufacturing test researatcludeswork onevaluationof newmanufacturingestmethodsalgorithmsfor test pattern
generation for tesif large ICdesignsmodelsfor detectionof realisticfailure modes;andintegratingtestingwith other
design activities.

Numerical andsymbolicsimulationare necessarypartsof the designevaluationandanalysis. Of specialinterestis the
application of computer science, numerical gigland eledical engineering knowledge to computation of electrical effects
in designs with small feature size, high speed, and mixed signal capabilities.

Initiatives and Opportunities

Some special opportunities available through the DTT Program include:

RESEARCH EXPERIENCES FOR UNDERGRADUATES (REU)

This is an opportunitto add one or two undergraduates to a grant to take part in the research activity. “Since
the goal is to interestpromisingundergraduatem a scientific research career, thgaarticipationshouldbe
meaningful to the student as well as helping the research progress.

Grant supplements are gerigréor one or two students, with preference given to members of groups under-
represented in engineering.

SMALL GRANTS FOR EXPLORATORY RESEARCH (SGER)
This provides for a ongear grant to explore a research topic that, for some reason, may be inappropriate for
a normal grant submission.

SOFTWARE CAPITALIZATION GRANTS
Sditware capitalizationgrants orsupplementare tofacilitate developmenbf well-documenteduseable
prototypes of EDA research-developed tools, and their distribution to designers”and other researchers.

2 Design, Tools and Test Program



Awards

Design Automation

Stanford University; Giovanni De Micheli; Logic Synthesis of
Low-Power Circuits (MIP-9421129); $66,365; 12 months.

This research is oiechniquesand tools for
autanatedlogic designof low-power, semi-custm
circuits. Digital circuits are specifiedas modelsin
hardwaredescriptionlanguageghat can be ready
compiledinto finite-state machines. The latter are
describedby transition diagramsor by synchronos
logic networks. Thesemodelsarethenused to solve
logic synthesis problems in encoding sequentih
circuits, restructuring logic networks, and libray
binding. Toolsfor a comprehensiv&DA systemfor
low-power design are being developed.

University of California-Los Angeles; Jason Cong; NYI:
Synthesis and Mapping ihookup-TableBased FPGA Designs
(MIP-9357582 A002); $62,500; 12 months.

Synthesis and Mapping anmeecessarysteps in
designingField Programmable Gate Arrays (FPGAS),
and this research is aystematicstudy of these
problems in look-up table basdePGA designs
Questionsbeinginvestigatednclude: effectsof node
duplication, effectsof depthrelaxation,andeffectsof
logic resynthesisduring mapping andsystem-leve
partitioning mapping inmultiple chip FPGAdesigns
Algorithms being developed are:

1. for computing optimalranear optimal synthesis or
mapping solutions under a given objective
function; and

2. for synthesizinga setof mappingsolutions of
smooth trade off between various design
objectives, such as area, delay and routability.
Computational methods for integrating the

synthesis and mapping stemn FPGA designs based on

combinatorial and Boekn optimization techniques are
being investigated.

University of California-Los Angeles; Andrew B Kahng; NYI:

andestimationof intrinsic resourceequiremerg
via topological criteria.

2. Assesment of design problem complexity based on the
interaction betweentopology of neighborhoodstructures and
scalinggeometryin theassociatedostsurfaces.This includes
time-boundedstochasticoptimizations,and anon-monotoe
class of annealing methods.

3. Capturing thenderlying physicsof high-speeddevicesand
interconnects while maintaining algorithmically tractable
formulations. Examplesare aunified routing tree optimization
and the sepation of the interconnect topology from subsequent
geometric embedding.

University of California-San Diego; Chung-Kuan Cheng; Circuit
Partitioning; (MIP-9315794 A002); $24,923; 12 months; (Joint
support with the Microelectronic Systems Architecture Program
- Total Grant $49,846).

This poject is an investigationinto a new generationof

hierarchical partitioning methods motivated by the need to;

1. cope with high circuit complexity,

2. improve g/stem's pdormance under I/O pin count constraints,
and

3. control intermodule delay in order to optimize systen
performance.

Previouspartitioning research is beingxtendedby adoptirg
different circuit modelsincluding petri nets, datflows, and state
machines,by improving the efficiency and effectivenessof the
metods, and by deriving theoretical results onvariations of
paritioning formulations. Partitioning methods are being applied to
netlist mappings for various tiware emulation machines and to find
potential applications of these methods to VLSI design problems.

University of California-Santa Barbara; Forrest Brewer;
Production Language Based High-Level SynthegiMIP-9320752
A001); $52,249; 12 months.

The overallgoal of this research is to create a new class of
synthesigoolswhich address thdesignof complexcontroller-daa

Synthesis of High-Speed, High-Complexity VLSI Systemspathmachinesinderconstraintof pre-definednterfaces.Because

(MIP-9257982 A003); $62,500; 12 months.

The unifying themeof this research ishat the
underlying geometries,embeddingdimensionsand
topologicalrepresentationsf CAD designsfogethe
afford a perspective for efftive algorithm design. The
research is in three areas:

1. Performance-driversynthesisat various levels of
design, including clustering for problem
decompositionand fast hierarchicalplacement

the resultswill be integratedwith commercialEDA designtools, a
designoutputformat, which can be simulated and allows automated
re-designfeselected portions of the design, is being developed. In a
seond task,approximatesequentiakeachabilityanalysisis being
used todesign and implement algorithms for optimizing and
partitioning controller designs. ThHerd task is to explore scheduling
algorithmsfor both thecontrol and data-path portions of the design.
Finally, an @timizing compiler is being built. It contains algorithms
whichsolve encodingissuesfor high performancedesigns,and
performsre-schedulingof the data-patfoperationsto minimize

Design, Tools and Test Program



required resources while maintaining design behavior.

University of California-Santa Barbara; Malgorzata
Marek-Sadowska; Layout and Logic Design (MIP-9419119)
$100,000; 12 months; (Joint support with the Systems
Prototyping and Fabrications Program - Total Grant $140,000).

This research is oiayoutdrivensynthesisj. e.
the intersection of logic synthesis and physical design.
The focus is onrestructuring logic networks in
synthesizeddigital systems. Fourtopics,which meet
the goals of improving routing efficiency or power
consumption, are being investigated. These are:

1. Incremental logic resynthesis to control wiring,
2. Couping wiring with logic restructuringand
finding optimizations to eliminate wiring
overflows.

Useof generalized Reed-Muller forms to analyze
logic as an & to: - designing cell libraries and for
technolog mappng, - developing new multi level
optimizationtechniques; designingnetworksof
provably good testability.

Develop newnethodsfor power optimization, at
the technology independentand technoloy
depementlevelsin logic synthesisand alsdind
better routing tools to handle power constraints.

University of Southern California; Peter A Beerel;, CAREER
Computer-Aided Design Tools for Asynchronous Circylits
(MIP-9502386); $125,589; 36 months.

This research is on the deveiapnt of methods for
synthesis and verification ofschronous circuits. The
approach is textendapproximationtechniquesor
state exploration, that e been successfully applied to
speed-independentircuits, to semi-customtimed

circuits. Tools andtechniquesbeing developé
include:
1. estimators of cirgt area, performance, and power

at architectural, gate, and circuit levels;

2. a gnthesis tool that accepts behavioral
specifications and derives gate-level circuits; and
3. ahierarchicalverification tool for timed circuits.

The \erification and synthesis tools are integrated
S0 as to support advanced logic optimizations.

University of Southern California; Massoud Pedram;NYI: Low
Power VLSI Design (MIP-9457392 A001); $50,000; 12 months;
(Joint support with the Microelectronic Systems Architecture
Program - Total Grant $100,000).

This research investigates dading and estimation

of power consumptionas well as techniquesfor
minimizing power at thevarious levels of design
abgraction (layout, logic, register- transfer and
behavioral levels). Praiples and methods to guide the
designof powerefficient electronicsystems are being
explored; and thampactof availability of low-powe
designtechniqueson chip,module,andsystemlevel
designs is being assessed. Topics bigmestigatel
include: spatio-temporal power estimation; state
assignmentfor low power; power dissipation in
boolean networks; common subexpression extraction;
and FPGA synthesis for low power.

University of Colorado; Gary Hachtel, Fabio Somenzi, Michael
Lightner; An Integrated VHDL-based Synthesis and Verification
System for VLSI Systas (MIP-9422268); $273,215; 12 months.

This research is on synthesis and verification of digital systems.
Thecomputational basis for the work is the binary decision diagram
(BDD) data structure aneitensions.In low powercircuit design
new ideas in BDD technolggre beingised for synthesis algorithms,
and toestimatepower consumptionvia probablistic behavior of
circuits. Decompositionconcepts,such astearing, to assess
properties of verlarge circuits are baininvestigated. In verification,
approximate exploration ideas arengeéxamined for use in checking
equvalence of very large circuits. Hierarchical verification
capabilities, where parts tife circuit are modeled at the bit level and
other parts at the word level, argitg examined. To provide a sound
connectiorbetweerhigh level synthesisandhigh level verification
as well as tovalidate high level VHDL descriptions,refined
comparisonsof non-deterministicsystems,such asbi-simulatian
equivalence and testing equivalenceand pre-orders are being
explored.
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Northwestern University; Majid Sarrafzadeh; Algorithm Design
for VLSI Layout; (MIP-9207267 A003, A004); $60,000; 12
months.

The research is irfour areasof geometrt
algorithms for design tools. The research topics are:
1. floor planning by graph dualization;

2. placement of modules by exploiting circuit
regularities;

3. rectilinear Steiner tree problems; and

4. point dominance problems.

In floor-planning, topological aspectsof the
problem areconsiderecandgeometricissues such as
sizing are exploredA clustering technique for module
placement, that exploits regularities in circuit
structures, is beingvestigated. In this way natural
clustersthat reflect the hierarchical perspective of
circuit connections can be built automatically
Problemsn approximate designs for global and single
layer routing usig Steiner trees are being investigated.
Point dominance,from computationalgeometry, is
being applied to circuit layout problems.

University of lllinois; Prithviraj Banerjee; Parallel Algorithms
for Synthesis and Test(MIP-9320854 A001); $42,000; 12
months.

This research is otevelopingeircuit design and
testalgorithmsthatrun on paralletomputers.These
include efficient, asynchronous,portable parallel
algorithms for:

1. synthesis of combinational circuits; and
2. for test generation and fault simulation of
combinational and sequential circuits.

Algorithms are being writtersing an environment
that makest possible to port CAD applications across
a widerange of MIMD machines. In addition they are
designedo allow a maximum overlap of computation
andcommunication. Thealgorithmsare being tested
on numerous parallel platforms.

University of lllinois; Rajesh K Gupta; CAREER: Architecture
and Synthesis Techniques for Embedded Systems
(MIP-9501615); 36 months; (Joint support with the
Micr oelectronic Systems Architecture Program - Total Grant
$100,000).

This research is orsynthesistechniquesfor
micro-electronics-based"embeddedsystems”. An
embeddedsystemis one designedfor a specifc
functionality understringentconstraintson itstiming
performancend cost. Desigautomation techniques
arebeing developed for use in a framework where the
designer can assestadeoffs between various
embeddedystemarchitectures and designs. The main
capabilities of this framework are:

1. timing analysis for both execution delay and rate constraints;

2. embeddablesoftware and runtime system generationunde
timing constrains;

software size-performance tradeoffs;

costperformance analysis of architectural alternatives, such as
pre- fetch and forward hardware.

This work isexploring systempartitioningandtransformatio
techniques to buildsystem implementationsthat "guarante&
constraint satisfaction while optimizing system development cost.

s w

University of lllinois; C. L. Liu; Computer-Aided Design of VLSI
Circuits; (MIP-9222408 A002, A003); $109,393; 12 months.

The research @n algorithms for high level synthesis and layout
of VLSI CAD designsAlgorithms for complex, large industrial type
design problems are being developed. Research topics include:
1. high levelsynthesiswith testabilityas animportantgoodnes

measure,

2. timing driven placement algorithms for EPGAs, and
3. channel and switchbox tmg in which the effect of cross talk is
to be taken into consideration.

For the first problem, theeffect of registerallocation and
functional unit binding on the testability of the circuit is being
examined. Then the scheithg step is being examined. Research on
the second problera based on the notion of a "neighborhood graph”
which is used irguiding an iterative improvementalgorithm that
producesplacementswhich satisfy given timing constraints. An
integerprogrammingapproach is being uséat the third problem,

because thasoidsparallellong wiresthatare close together in the
routing solution.

Indiana University; Steven D Johnson; Decomposig
Digital-System Specifications into Interacting Sequential
Processes(MIP-9208745 A002); $49,988; 12 months.

This research is on developing formal techniques to decompose
higher-level system specifications into interacting sequentia
processes. fénctional algebra is usedor defining formd
representations and buildiagset of transformations for manipulating
them. The notion of "ieraction schemes" is the central subject. The
project is composed of four activities:

1. theoretical studiesof the decompositionof digital systems
especialf formal deriation of control-synchronization and data-
communication protocols;

2. auomation of formal transformationswhich correctly do
sequential decompositions;

3. integration of the mechamid formal system with available CAD
tools, and other reasoning systems; and

4. appication of the designsystemto meaningfulexamplesof
digital-system designs.

Purdue University; Kaushik Roy; CAREER: Integrated
Framework for Test Synthesis, Power Optimization, and Reliable
Design of VLSI Circuits (MIP-9501869, A001); $90,000; 36
months; (Joint support with the Microelectronic Systems
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Architecture Program - Total Grant $100,000).

This research is aintegratedapproach to design
of VLSI circuits, with an emphasis on developing tests
for thermal and electrical stress, and power
managementThe first goal is to use stress testing as a
low-costalternative to burn-in. Methods to synthesize
tests for elecical and thermal stress based on accurate
measuref signalactivity are beingexplored. In low
powerdesign, the following are being pursued:

1. develop Monte Carlo bad approaches estimation
of signal andglitching activity in sequentiabnd
DSP circuits;

2. find architectural and system-level power
minimization techniques;

3. investigate currentgtching techniques for power
management; and

4. designlayout algorithmsfor circuits with low
power consumption. Sample seqtial and digital
signal processing circuits are being synthesized.

delaysin orderto optimize behavioral transformation,
scheduling and patrtitioning.

Massachusetts Institute of Technology; Anantha P
Chandrakasan; CAREER: Methodologies, Tools, and System
Design of Low-Power Wireless Multimedia Systems
(MIP-9501995); $124,000; 36 months.

This research is otesigntechniquedor circuitswith a power
supply voltage of 0.5V. Innovationsin technology,circuits, and
architectureare beingexplored. Issues being pursuedtime design

of lav-threshold devicesare: when to shutdown and efficient
shutdown. Leakagecurrents are anajor power drain in using
low-thresholddevices. Thus,techniquego efficiently detectand
power down idling hardware are beindevised. The potential of
using adaptive suppvoltages to exploit time-varying computational
requirements is lieg investigated. Studies of the fundamental limits
of reducing energy per computationare beingdevelopedinto a
generaltheory of DSP algorithmswhich can usedynamic power
spply voltages. Such algorithms change computational complexity
dynamicdly, thussavingpower. Circuits which operate at suppl

University of Notre Dame; Edwin H Sha;CAREER: High-Level
Design Methodologies for Time-Optimal anslemory-Optima
Systems(MIP-9501006); $114,000; 36 months.

voltages less than 0.5V are being fabricated.

This research is onptimizationalgorithmsfor
synthesis of multifevel loops, which occur in time and
memory critical parts of scientific computirg
applications. The nestedloops are modeled as
multi-dimensional data-flow Graphs (MDFG); and
algorithms taking advantagetbe multi-dimensionality
are being designed. By considering the
multi-dimensional iterationmace and the iteration body
simultaneously the transformationand optimizatin
techniques are able to optimithroughput and memory
requirementat the behaviotevel. Research topics
include: graphtransformatiorand optimization; data
scheduling; and co-design. fawomial-time algorithms
for variousgraphmodelsare beingdeveloped. This
avoids exponential integer linear programmirg
approaches.

Massachusetts Institute of Technology; Srinivas DevadastY]:
Formal Methods for Hardware and Software Verificatipn
(MIP-9258376 A004); $62,500; 12 months.

Resarch is on logic and behavioral verification of VLSI circuit
designs,and application of hardwareverification techniquesto
software verification. Topics include:

1. Useof FreeBinary DecisionDiagrams (FBDDs) tdind useful
Booleanrepresentationsf circuits and efficient manipulatian
methods for them. Algithms for combinational and sequential,
synthesis, testind verification applications are being developed.

2. Aamatic methods to verify pipelined implementations against
unpilined specificationsare beingexplored. The method
ensure that each datartsfer that takes place upon the execution
of ary instructionin the unpipelinedcircuit also occurs in the
pipelinedcircuit. A symbolic simulation methodis being
developed that will@éntly verify pipelined micro- processors
against instruction set specifications.
3. FBDD repesentations are being used to find symbolic traversal

methods which &w for automatic software verification. These
are also being used telolig software programs by verifying that
the program satisfies correctness properties.

lowa State University; Liang-Fang Chao; RIA: Optimizing
Synthesis for Periodic Real-Time ApplicationéMIP-9410080
A001).

This reseaiit is on finding pipeline schedulers for
the behavioraldescriptionof aniterative or recursive
algorithm or loops. Thisextendsthe schedulig
algorithm to morerealistic resourcemodelsand to
graphswith conditionals. The goalis to expose the
parallelismin aniterative or recursivealgorithm to
provideinformationfor optimization. Focusis on the
innemost loops oriterations, which are the most
time-critical br applications. The approach is to study
the structureof cyclic data-flow graphswith edge

University of Massachusetts - Amherst; Prmachandran Menon;
Optimization of Multilevel Logi¢ (MIP-9311185 A001); $42,055;
12 months.

This research is on thdevelopmentand implementationof

optimizationtechniquegor multilevel combinationalogic circuits
specified at the gate levebgical implementation techniques which
have been provegffectivein test pattermgeneration are being used
for this purpose. Theschniquesare being applied to three
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problems inogic optimization: area reduction, delay reduction, and

testability enhancement. Relationshipsetweensignal valuesare
being used toidentify common subfunctionswithout generatig
expressionsor themandputtingthemin any standardorm. This

approach is effieint and could substitute for Boolean factorization in

logic optimization. Techniggs for delay reduction involve replacing
segment®f long pathswith shorter ones sthatfalsepaths are not

createl and undetectable faults are identified during delay reduction.

graph. These are beingxtended based on

smultaneous design the hardware andsoftware
stronger assumptions abotbgesses in the task graph,
and simultaneous scheduling, allocation, and
partitioning of processes during co-synthesis
Mathematical optimization methods,such as graph
pdtibning and network flow, are being used to
generate effective design algorithms.

Theeffectivenes®f these techniques as supplements to an existing

synthesis system are being investigated.

Princeton University; Sharad Malik; NYI: Design Automation
for Embedded Systems (MIP-9457396 A001); $65,000; 12
months.

High fabrication costscoupledwith decreasing
time-to-markefor products requiran increase of the
progranmable component of integrated circuits. Core
processorsembeddedin a gate array provide
programmabilig. This clanges circuit design from just
gates in amarray, to a combinationof instructiors
runnirg on a core processor coupled with a gate array.
Gates, as basic units ofuputation on silicon, are well
understood. Thiresearch is focused on understanding
embedded instructions &éasic units of computation on
silicon. Initial work is onfinding methodologiedor
synthesizing embeddedsoftware. Problems being
examned are: worst casdiming analysis; power
modelng andanalysis;andhigh- quality retargetable
code gnthesis. Approachesdlude: developing timing
models capable of hanallj features such as caches and
pipelines, andletermining worst-case paths; analyzing
system powerconsumptionandformal architecturh
speification of specializedarchitecturesaswell as
code-generation algorithms that can take advantage of
special architectures.

Princeton University; Wayne H Wolf; Architectural Co-Synthesis
for High-Performance Distributed Embedded Systems

(MIP-9424410);$125,475;36 months; (Joint supportwith the

Micr oelectronic Systems Architecture Program - Total Grant
$192,383).

Embedded computingstemamust be designed to
meet hard, soft, performance, cost and othe
constraints. This researdtudiesthe synthesisof
embeddedsystemsbuilt from multiple processors,
which maybe commercialor application-specifidCs
comected in a network. This methodology
co-synthesis,aims to simultaneously design the
hardware andsoftware architecturesof a system
Algorithms for meetingll constraints through iteration
of both the hardwararchitectureof the distributed
compuing engineand the procesarchitectureof the
application software ateeing investigated. The model
for the research is thestagraph and distributed system

Columbia University; StevenM Nowick; CAREER: Testability
and Sequential Optimization of Asynchronous State Machines
(MIP-9501880); $120,000; 36 months.

This researcls part of a long term effort to migrate techniques

for synchronous ésign to asynchronous design. The two focus areas

are sequential optimization amthess for testability. In the former,
problemformulations of input, output and input/output encoding are
being investigated. In each cabe problems of optimality, race-free
encodingand hazard free logic are being solved simultaneously. In
the latter,synthesisof fully testableasynchronoustatemachine
using partial or no scan isihg pursued. Design tools, incorporating
the algrithms for optimization and synthesisfor test, are being
developed.

Rensselaer Polytechnic Institute; Robert A Walker; RIA:
Combinational Optimization Algorithms for Scheduling and
Module Selection(MIP-9211323 A001); $5,000.

Thehgectiveof this research is to buildrdgh-levelsynthess
system which maps behavioral deptinns into register-transfer level
designswith guaranteegherformance.The approach is texamire
subtask®f the high-levelsynthesigroblemusingtheoreticatools
necessarto understaih the synthesis problem. Synthesis subtasks in
the areasf schedulinganddatapattellocationare being examined.
Schedling problems beinginvestigatedinclude: finding goad
heuristics to bound the search spao that good quality schedules for
large sizedesignscan befound in atimely wa; y use anintege
programming formulation tsolve the module selection problem; and
develop apowerful, integer programming based, algorithm to
optimally group functions intodrdware modules. Register allocation
problems includedevising a register allocation algorithm which will
minimize both the numbeof registers and registéransfersin the
presence dbops and conditionals while accounting for interconnect
cost; formulate the module @dlation problem along the same lines as
the registerallocation; and investigatea good ordering of the
allocation subtasks sdhat interconnectgplay a major role in the
design process.

Rensselaer Polytechnic Institute; Robert A Walker;Solving the
"Extended" Scheduling Problem (MIP-9423953); $174,040; 24
months.

This researh is on formal analysis of the scheduling problem in
high-level synthesis. Problems being addressed are:

1. finding the length of the control step (clock estimation);

2. de¢erminingthetype of functionalunit that will performeach
operation (type mapping);

3. computing the lower bound on overall schedule length; and
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4,

estimatingthe lowerbound on the number of
functional units.

State University of New York - Stony Brook; Michael M Green;
NYI: Improved Circuit Simulation Using Resultdrom Circuit
Theory; (MIP-9457387 A001); $31,250; 12 months; (Joint
support with the Circuits and Signal Processing Program - Total
Grant $62,500).

This research iapplyingthe principalinvestigator'sprevious
work in the areaof nonlinear circuit theory to make maja
erhancementgo theway designerssimulate analogcircuits. In
particular,improvementgo thecontinuationmethodsof solvingdc
opeating points of circuits are being made guaranteeing that all of a
circuit's operatingpoints will be found during a single analysis
Moreover, continuationmethodsare being applied tgensitivily
analysis of circuits; for example,by making observationsof a
contnuationcurve, adesignercould determinewhethera circuit is
prone to a latch up condition. Erroneous models are thought to be a
major source of convergence problemsemdneous results in circuit
simulation. Another enhancemento circuit simulation includes
checking the accurgof transistor maels by verifying that all models
satisfy passivity and the no- gain condition.

University of Rochester; Eby G Friedman;Automated Synthesis
of High Performance Clock Distribution Networks
(MIP-9423886); $195,000; 36 months.

This research is oautomatedsynthesisof high speed highly
reliable clock distribution netwks. A global clock signal is required
in order to contrlosynchronous operations, and it must be distributed
to evay register at a precigéme. A four phasetop-downdesign
system for gnthesizing buffered clock distribution networks is being
investigated. Models of operation whickclude the effects of process
parametewnariationson timing are beingdeveloped. Schedulingy
clock skew isdoneat thebehavioralevel of thesystem. The clock
distributionalgorithmsarebeing included in an integrated synthesis
system.

University of North Carolina - Charlotte; Dian Zhou; NYI:
Performance-Driven VLS| Designs (MIP-9457402 A001);
$31,250; 12 months; (Joint support with the Systems
Prototyping and Fabrications Program - Total Grant $62,500).

Three research issues in high-performance VLSI system design
are being addressed:

1. how to rehte the system performance function, characterized by
electrical paraeters, to the geometrical parameters of the VLSI
physical design;

2. howto model performance driven VLSI physical designs based
on given technology and computational capability; and

3. how tocharacteriz¢he fundamentatomputationabspects of
modeled problems and develop effective algorithms for solving
them.

A distributed RLC circuit model for interconnectsis being
desgned. It considers:non-monotonecircuit responsegcoupling
effect among thsignal lines, and low energy consumption. Efficient
computationmethodsthat solve time-varying Maxwell equatiors
using theadaptivewaveletcollocationmethod(AWCM) are being
devised. Thealgorithmsandmethodsare beingncludedin a CAD
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system.

Carnegie-Mellon University; Edmund M Clarke; Automatic

becauséunctional behavior and data values generated
by modules are not considered.

Verification of Finite-State Concurrent Systems in Hardware andUniversity of Pittsburgh; Steven P Levitan; Computer Aided

Software (CCR-9217549A002); $37,000;12 months; (Joint
support with the Software Engineering Program - Total Grant
$148,300).

Logical errors insequentiakircuit designsand
comnunication protocols havealways been an
important problem. They can delay getting a new
product on theanarketor cause thdailure of some
critical devicethatis alreadyin use. The most widely
used nethodfor verifying suchsystemss based on
extensivesimulationand caneasily miss significart
errors when the nunal of possible states is very large.
This research dealwith developingan alternatie
approach based ontechniquecalledtemporallogic
modelchecking. In this approactspecificationsare
expressed in gropositional temporal logic, and
seqtential circuits and communicationprotocols are
modeled as state transitigystems. An efficient search
procedure is used tdetermineautomaticallyif the
spedfications are satisfiedby the transition system
Thetechniquehas been used in the p&sfind subtle
errorsin a number of non-trivial designs.

University of Pittsburgh; Steven P Levitan; Tempord

Specification Verification (MIP-9102721 A003); (Joint support
with the Microelectronic Systems Architecture Program - Total
Grant $25,000).

This resarch is on verifying timing specifications
for interconnection of modies in both synchronous and
agnchrorous digital systems. The notion of temporal
behavior is being abstracteflom the notion of
functional behavior ypfocusingprimarily on the control
protocolsof the modulesandignoring the datavalues
computed Bthe modules. In this model, the interface
protocolsof eachmodule are given along with the
connetivity between modules. A static graph is built
that desdbes the temporal relationships among all the
externalsignalsof all themodules. Theverification
process is baseth@ comparison between the possible
behavors of the system, represented by the graph, and
the legal behaviors as representleg a set of
constraints. Thekey constraintis that the temporal
behaviorof one module cannotviolate the temporal
constraints of another module within the system. The
algorithms support multiple system states, state
transitions, and checking of conditionalsand loops
within the protocols. This searchingis tractable

Design of Electro-Optical Information Processing Systems
(MIP-9421777); $49,570; 12 months.

This research is odefining requirementdor computeraided

design of electro-optical infoation processing systems. Three steps
are being pursued. Fidsfine levels of abstractionfor electro-
opticalygstems, analogrs to the behavioral, structural, electrical and
physical abstractionlevels of VLSI design. Second,characterize
functional, physical and parametrienodels necessanto analyz

designs at differtels of abstraction. Third, specify requirements
for a multi-level simulation system.

Southern Methodist University; Sukumaran Nair; RIA:
Spectral-Based Numerical Methods for Combinational Logic
Synthesis (MIP-9410822 A001); $10,000.

This research isn numerical methods for digital logic synthesis
based on spectrimformation of the logic description. The approach
is to use the BDDdescriptionof the circuits to developefficient
methodsfor computingthe spectraktoefficients. Becauseof the
numerical naturef the algorithms,designoptimizationscan be
included in thethesis process, rar than later. Theoretical results
are beingderivedand used témplementa new clas®f synthess
algorithmsthat are suitablefor incorporationinto existing design
envronments. The algorithms are beingtested on industy
benchmarks.
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Brigham Young University; Phillip J Windley; A Distributed,

Type-Based Library of Abstract Hardware Modules
(MIP-9412581); $130,994; 24 months.
The goal this research is tnake sharing of
verified hardwaredesignsmore practical. First, a

model fordescribing and verifying type-based abstract

modules,which can be used and reuseddifferert
HDL's andproof systemsjs beingdeveloped. This
model provides amethodological approach to

verification. Itis based on work in generic interpreters
and microprocessor verification. Second, a model for

interchangeandsharinglibrary componentss being
developed. This is to enaltiesignergo effectively
develop and usemodule libraries in adistributed
manner. Thanodulelibraries beingdevelopedare

publicly availablesothatthe ideas about reuse can be

tested on a large scale.

University of Utah; Erik L Brunvand, Ganesh Gopalakri

shnan;

space)thatfit within designerstime budgets. These
ideas are beingvalidated by verifying the real
asynchronous designs.

University of Virginia; Gabriel Robins; NYI: New Directions in
High-PerformanceVLSI Layout, (MIP-9457412 A001, A002);
$72,500; 12 months.

Realistic formulations of penfmnce-driven layout are the focus
of this research Accuratemodelsof circuit delayarebeing sought.
Thesemodelsincludetechnologyparameters, such aspacitance

resistancéductanceetc. The approach is studydelay-optima
trees todefine an envelopeof achievablerouting performance
Methods for constructingear-optimal layouts are being investigated.
Addifonally, the routing problem is being recast as one of
constructing low-delarouting graps where cycles are allowed. This
can have thadvantagef designseingtolerantto certaintypesof
open faults due to manufacturing defects or electro-migration.

The Design of Asynchronous Circuits and Systems with Emphasi¥irginia Polytechnic Institute and State University; James R

on Correctness and Proven Optimizatigr®11P-9215878
$42,610;12 months; (Joint supportwith the Microele

A001);
ctronic

Systems Architecture Program - Total Grant $85,220).

This research merges two efforts in asynchronous

circuit compilation.

These are the work of

Gopalakrishnamn thelanguagenopCP and its use in

verification; and the work of Brunvand on

asynchronous circuit compilation. The research is:

1. erhancingthe expressive power agell as the
semantic clarity of concurrent hardware
descriptionlanguagedor asynchronougircuits
and systems;

2. extendingthe formal basisfor compiling from
HDL's to circuit designs;

3. formally characterizing and improving the
optimizations used in asynchronous circuit
compilation; and

4. studing the performance of implemented circuits

with regard to a variety of parameters.

University of Utah; Ganesh Gopalakrishnan;A Multi-Paradigm

Verification System Tailored for the Design Refinement Cycle

(MIP-9321836A001); (Joint support with the Microele
Systems Architecture Program - Total Grant $5,000).

The designof a VLSI systeminvolves multiple

ctronic

design represeritans; and the design must go through
several iterations aimed at meeting many performance
and cost constraints. Vecifition that the design meets
constraintds necessary. This research idevelopirgy
rigorous verificatbn methods that span multiple design
representationsaccommodatealesignrevisions, and
provide ircisive partial verification methods(e. g.
verification facussed on the "corners" of the behavioral

Armstrong, Walling R Cyre; Rapid Development and Testing of
Behavioral Models (MIP-9120620A005); (Joint support with
the Microelectronic Systems Architecture Program - Total
Grant $20,000).

This research ismethodsto create behaviomodelsthat
accurgiiebresent the functionality and timing of complex devices.
The work is ordevelopinga "Modeler'sAssistant'as a baséor
structureddevelopmenbf behavioralmodels. Specific problems
being solved are: developingrocess primitive set for the Modeler's
Assistant, developing and evaluating performancemeasuresor
stuctured behavioral model development,developinga natural
languageénterfacefor the Modeler's Assistant, and building into the
Modeler'sAssistant the capability to automatically generate tests for
any behavioralmodelwhich has beerconstructedy the system.
Behavioramodelsare being expressed in thiglh-levellanguage
VHDL.

University of Washington; StevenM Burns; NYI: A Design
Language for Asynchronous Circuit Synthesjs(MIP-9257987
A003); $62,500; 12 months.

This research is odevelopinga unifying designlanguageand
framework in which asynchronous circuit designs can be completely
spedfied, and inwhich decisionsmade during synthesisof the
implementation can berecorded. Thelanguages anextensionof
Hoare's CSRvith a meansto specify structuralhierarchywith a
refinement hierathy superimposed upon it. The research consists of
three interconnected taskanguage definition; developing tools such
as a parsefiattener,view generatorhandshakingxpansionsand
production rule sets; and application of the tools to a large design or
areal timesystem. An algorithm for determining the maximum time
separatiomf eventoccurrencesn a concurrentsystemis being
developed.

10
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University of Washington; Carl Sechen;Symbolic Analysis of
Large Analog Circuits (MIP-9406470 A001); $46,000; 12
months.

This research explores algorithms and techniques
for symbolic analysisof large linear orlinearizeal
integratedcircuits in the complexfrequencydomain
The approachs to extract transfer functions of circuits
in symbolic form. In the caseof large circuits,
appraximate symbolic network functions, in expanded
or nested format, are generated. Both
perturbation-basedand treeenumeratiorapproaches
are being used. Theymbolic algorithms and
simulators are beinigtegratednto ananalogdesign
automation system.

University of Washington; Andrew T Yang; NYI: Modeling and
Simulation of Advanced Microelectronics and Optoelectronic
Circuits and SystemgMIP-9257279 A003); $62,500; 12 months.

This research is ommodeling and simulation of mixed
analog/digital circuit designs. Topics include:

1. Hierarchical modeling and simulation of tightly coupled, mixed
digital circuits;

2. Simulation of higberformance circuits with complex nonlinear
and electromagnetic effects;

3. Modeling andsimulationof optoelectronidntegratedcircuits,
with the focus on automatic model generation;

4. Development of a tagljue for fast power waveform simulation

based omnalytic digital macromodeling,which makesthe
methodwell suitedto simulatingcircuit netlistsderivedfrom
layout extraction;

5. Fastsimulation of interconnectproblems using asymptott
waveform evaluationso as to obtaiefficiencyandaccuracyin
approximating nonlinear portions of the circuit.
Algorithms for solving these problemsncluding methodsfor

simulding designs with over 100,000 transistors, are being

developed.

Manufacturing Test

Stanford University; Edward J McCluskey; Research on Reliable Micr oelectronic Systems Architecture Program - Total Grant

Computers (MIP-9107760 A002); $150,001; 12 months.

This research isdeveloping techniques for
reducingtheoccurrenceof run-timeerrors in circuits
and gstems. Emphasis is onpreventing the
introduction of faults into the system throuch
verification and ynthesigechniques, and on improving
the cetectionanddiagnosisof faults causingrun-time
errors sothat the faults can beremovedfrom the
system. Topics being pursued are:

1. Developingsynthesismethodshatautomaticaly
synthesizea synchronousregister-transfetevel
(RTL) hardwarespecificationfrom a behavioral
VHDL language specification;

2. detrmining what coverageof multiple stuck-at
faults or bridging faults can be expectedor
guaranteedypa test for delay faults in an arbitrary
circuits;

3. investigating methodsfor utilizing the use of
outputwaveformcharacteristicén delaytesting
and

4. finding fault modelsfor intermittentfailures,and
methods to detect their presence.

University of California-Santa Barbara; Kwang-Ting Cheng;
Reachability Computation Using the Extendefinite State

$201,844).

This research addresses computatioeathable states for VLSI

designs described in higheldanguages and the application of these
results tautomatictest patterrgeneratiofATPG). Methodsto
computesymbolically the set of states reachable from an initial state
are being explored. An extendedténstate machine (ESFM) model,
which can represent communication prole@and hardware behavior,
is being used. Reyidea isthatthe modelallowsuseof arbitrary
state variables, such heoleanandarithmetic,which will provide
efficiencyin computation. Methodsandprototypetoolsto convert
automaticallyadesignin VHDL to an ESFM are beindeveloped.

These rtieds and techniquesare being applied to ATP®r
sequential circuit test.

University of California-Santa Cruz; Frankie J Ferguson; PYI:
Hierarchal Test Pattern Generation for Manufacturing Defects
(MIP-9158491 A005, A006); $72,726; 12 months.

Thedcus is on developing cost-effective testing methodologies
that detect more defective ICs than current methods. There are two
approaches to manufacturimgt. The use of high-level fault models
reduces test generation costg, tornish lower quality tests. The use
of low-levelfault modelsincreases thquality of circuits thathave
passed the tests, but causetintgosts to mushroom. This research

Machine Model and its Application to Automatic Test Generatjon integrates thesivo techniquesso thattests can bgeneratedhat

(MIP-9503651);$129,957;36 months; (Joint supportwith the

detect virtual} all plausible manufacturing defects without excessive
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auomatic test pattern generation costs. The approach is to develop
a sdtwaretool, "Carafe"(circuit andrealisticfault detector) which
determines thenostlikely faultsto occur in a CMOSircuit.
exploits tke hierarchical nature of VLSI circuit designs, making fault ~ waveform analysis system is being designed.
extraction faster and morememory efficient.
multi-level metal CMOS technologies.

University of California-Santa Cruz; Tracy Larrabee; PYI:
Sequential and Combinational Test Pattern Generation for
Redistic Faults Using Boolean Satisfiability (MIP-9158490
A006); $62,500, 12 months.

This research isdsed on an automatic test pattern
generation (ATPG) system (called Nemesis) that
generates a test pattefor a given fault by first
constructinga formularepresenting all possible tests
for the faul, and then applying a Boolean satisfiability

Also it supports

investigated;
3. methods to detect marginal chips are being explored,;
4. verrapid wave pipelined testing is being developed. A signal

Southern lllinois University at Carbondale; Spyros Tragoudas;
RIA: Built-In Test Pattern Generation Methods(MIP-9409906
A001); $10,000.

This research is on thadesignof test patterrgeneratorsfor
combinational circuits. Various schemes for LSFR/R
pseudorandom test pattern generadoesbeing examined. The focus
is onfinding high quality ATPG algorithmsthat require minima
hardwareoverhead. Severafamilies of not-necessarilyrimitive,

characteristicymoimials are eing investigated with the objective of
guaranteeing that test pattemisi be applied randomly to all outputs.
dddition,variouspartial scarschemeghatfollow the structural
approach are being studied.

algarithm to the resulting formula. This methal
separates thdéormula extraction from the formula
satisfaction thuproviding flexibility and generality. A
teding system,based on Nemesithatwill generate
testsdetectingall realistic manufacturingdefectsin
both combinationaland sequentiallCs is being
developed.

University of Southern California; Sandeep K Gupta;CAREER:
Tool for At-Speed Robust Path Delay Testin@g1P-9502300)
$137,903; 36 months.

This research is on path delay testing. Tools and
techniques to enable tdevelopment and evaluation of
practical at-speedelaytests are beinmvestigated.
Test generators, faulisulators, and techniques for the
design of design-for-testability(DFT) and built-in
self-test (BIST) circuiy are being developed. Special
attentionis being paid to robustelay testingof the
most critical circuit paths. Softwaretools which
provide a practical tasg solution for large circuits are
being developed.

Georgia Institute of Technology; Abhijit Chatterjee; CAREER:
Testing of Digital Circuits by Signal Waveform Analysis
(MIP-9502575); $109,121; 36 months.

This research islevelopinga new approach to
manufacturing test of VLSI chips. Digital signals are
treated asnalogwaveforms,so that logic eventsat
internalnodes can be understood. To do this, rise-fall
and glitching chareristics of output signals are being
studied usingime and frequency domain analog signal
analysis techniques. Using this approach:

1. failure methods are being determined;
2. testgenerationalgorithmsfor stuck-atfaults in
comhbnational and sequentialcircuits are being
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circuits) andfor soft faults (deviationsfrom nomind
componentvalues) are beindeveloped. For BIST
design,ahigh speed|ow power, current mode copier

University of lowa; Irith Pomeranz, Sudhakar M Reddy;
High-Quality Tests for Combinational Circuits(MIP-9220549
A001); $78,896; 12 months.

This research is ofinding procedures to derive
compactor small test sets that cover a comprehensive
set of modeled faults, required to achieve high
reliability of manufactured VLSI chips. A fault model
that allows uniform representatiorof various fault
models is being explored as the bdsisgeneratig
small, yetcomprehensivéest sets. A seff toolsto
deal with different aspectsof testing quality for
comhbnationalandfully scannedequentiatircuitsis
being built. These are:

1. gererationof smalltest setfor acomprehensie
setof faults, including efficient treatmentof path
delay faults;

2. design for testabiitto allow faults undetectable in
the orginal to bedetectedn a modified circuit;
and

3. built in test patterigeneratiorbased on the test
setsproduced when stored pattern tests cannot be
used.

is employedas thesample/holctircuit to achievelO

ns/sampl®t% accuracy under 3.3V power supply.
Both CMOS and EEMOS technology are being used.

Desgn for testability work focuseson propery
selecting component valuasd topological structure to
increase testabiitanddiagnosability. The problem of
determiningcomponentvaluesis formulatedas an
optimization problem which includes testability
strategyas a parameter. The nevethodsare being
tested on realistic circuits.

University of Michigan; John P Hayes; Functional Testing of
Complex Digital SystemgMIP-9503463); $129,185; 36 months;
(Joint support with the Microelectronic Systems Architecture
Program - Total Grant $202,000).

This research is on techniques for testing VLSI circuits directly
at functional leels, while ensuring that standard testing quality goals
are met. Algh-level fault model called the induced functional fault
(IF) modelis beinginvestigated. With this model, an IF fault class

can becoupledto aphysicalfault class sdhatdetectionof IF faults
ensures detection of ydical faults. Advantages of this approach are

University of lowa; Irith Pomeranz; NYI: A New Search Strategy
for Design Automation (MIP-9357581 A002); $52,650; 12
months.

A method for solving CAD design and test
problems, which igspecially suitable for solving large
problems beause it does not deteriorate as circuit size
is increasedis beingexplored. The approach is to
scale down the problem while rigimg all of its details;
find high quality solutionsfor a sequencef small
circuits; develop rules for solving these problems; and
thenscale up thesainiaturesolutionsinto a solution
for the large problem. Since th@niaturesolutiors
are @timal, the full- sizedsolutionsare expectedo
have very high quality.

Researclproblems being explored are:

1. testgeneratiofor various fault models on designs
given at the gate and higher levels;

2. built-in-self-test methods; and

3. testing of synchronoussequentialcircuits that
require two pattern tests.

easyderivationof near-minimal test sets, and reuse of tests in other
circuits. Theconstructionuse and reusef precomputedestsfor

sequential circuits dreing explored. In this regard, the application
of balance and functional praties to simplifying test generation and
improving fault coverageare beingstudied. Built-in self- testirg

methodkat facilitate the implementationof functional testirg

methods and theetectionandeliminationof designerrors are also
being explored.

University of Minnesota; Bapiraju Vinnakota, Ramesh Harjani;
Testing Analog and Mixed Signal Integrated Circuijts
(MIP-9501499); $273,648; 36 months.

This research is oanalogcircuit observer block (ACOB),
structures fotesting analog and mixed-signal circuits. Design styles
for amalog andmixed-signallCs and theiinfluenceson testingthe
products are beingtudied. ACOBs for circuits of practical
importance, both discrete and emnbus time, are being investigated.
A secondexplorationis into fault modelsfor analogcircuits which
quantitativelylink defects to variations in the functional parameters,
which aretraditionally verified in analogcircuit test. These models

Michigan State University; Chin-Long Wey; Efficient Testing are béng used to validate the effectiveness of defect-oriented testing
Paradigms and Diagnosable Design Methodologies for Analogand design-for-test techniques, irdihg ACOBs. The algorithms are
Integrated Circuits and SystemgMIP-9321255A001, A002); beingverified on practical circuits. Software for analog and mixed-
$75,000; 12 months. signal test is being developed.

This research is on tesparadigms for
high-frequency, linear andnonlinear mixed signal
circuits andsystems. Issues in BIST(Built-In
Self-Test) anddesign for testability are being
addressed.Fault models for hard faults (open or short

University of Minnesota; Bapiraju Vinnakota, CAREER
Low-Cost Test Techniques (MIP-9502240); $115,000; 36
months.
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This research is an investigation of techniques for
efficient and effective testing of large sequential VLSI
circuits. Two avenues are being pursued. First is the
developmenbf self-initializing memory elements and
testtime reductiontechniquedor circuits employirg
scan design. Secoigldevelopment of new functional
test echniquesfor large sequentialcircuits. The
approach is tanodel large circuits as anetwork of
finite statemachines. From this model, algorithms for
testgeneratiorare beingleveloped. Thealgorithns
are beingoptimized to provide good coveragefor
defectsnot modeledby stuck-atfaults. Softwae
instantiationsof the test algorithms are being built.

coverage witHittle or no area andelayoverhead. Thetestabilily
techniquesare beingembeddednto algorithmsfor schedulingand
allocation. Also being explored aretimads for performing synthesis
with both low power and testability as design criteria.

Texas A & M University; Dhiraj K Pradhan, Duncan M H
Walker, Wolfgang Kunz; Novel Methods in Computer-Aided
Circuit Design and Testing Using Recursive Learning
(MIP-9406946 A001); $108,969; 12 months.

This reseah investigates a methodology, "Recursive Learning"
(RL), which provides a conceptual solution to the Boolean
satisfiability problemby determining complex implications within a
logic circuit or expression.Applicationswithin a logic circuit or

Princeton University; Niraj K Jha; High-Level Synthesis for expression. Applications of recursive learning are being made to:
Hierarchical Testability (MIP-9319269 A001); $77,000; 12 . Logic verification,

[ERN

months.

This research isoncernedvith finding efficient
hierarchicaltestability techniquesfor controller-daa
pathsystems. The approach is to stakith moduke
level test sat, derived for any suitable fault model, and
use high levelynthesis to enga that these test sets can
be canbinedinto a systemlevel test setwhich can
provide completetest coverageof all the embeddd
modules. The aim is to invent algorithms that reduce
test generationand application times, yet obtain
complete, or nearly complete, system level test

2. Multi-level verification,
3. Random pattern testable synthesis, and
4. multi-level optimization using Galois logic.
Algorithms and tools based these results are being developed.

University of Wisconsin; Charles R Kime;Built-In Self-Test for
Random Pattern Resistant FaujtMIP-9319742 A001); $65,000;
12 months.

This research is ortteiques for testing circuits having random
pattern esistantfaults. Thefocusis onmethodsfor synthesizig
randompattern testableircuits. The synthesisalgorithmsbeing
developedncludealgorithmsfor designof randompattern testable
two level andmulti-level combinationallogic; extensiongo some
classes of sequentialdic are also being investigated. Two methods
being pursued aneeighted cellular automaton, and fixed bit biased
pseudo-random pattern generator.

Simulation

compaible with system-level design automation tools,
are being explored.

University of Texas at Austin; Larry T Pileggi; PYIl: CAD Tools
for New Circuit Technologies(MIP-9157363 A005); $62,500; 12
months.

The research is ondeveloping simulatin
capabilities athe system level, which are as powerful
as those dhe chip level. To this end, tools which are
applicable at th integrated circuit, packaging, module,
and boardevelswithout lossof generalityare being
devdoped. Specific areas being investigated are: fast
extraction techniques whiclatte off some accuracy for
efficiency; and simulation modelsand techniqueso
endle topdown design. Timing analysis of boards or
multi-chip modulesrequiresdevelopmenbf tools for
the extraction, characterizationand simulation of
transmission lines at thgystemsimulation level.
Toward this end intercoeiat macro- models, similar to
thosefor on-chip RCinterconnectircuits, which are
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Other

California Institute of Technology; Michelle Effros; Code
Clustering for Universal Image Coding and Other Implications
(MIP-9501977);$38,119;36 months; (Joint supportwith the
Systems Prototyping and Fabrications Program, Circuits and
Signal Processing Program, Microelectronic  Systems
Architecture Program - Total Grant $134,628).

This project seeks todevelop reasonable
complexity, source-independentoding algorithms
which are crucial to thdesignof robustsystemsfor
image coding and mobile communicationsin these
applicationghestatisticsof the source and channel in
operation are typically unknown a priori, and the
performance of the coding strategy employed is
sensitive to those unknown characteristics.

The two-stageapproactdevelopedn the source
coding literature is employed. The literature
demonstratethatin generaloneshouldquantizethe
spaceof possiblecodes.Someof the rateshouldbe
spent ordescribingwhich code,in afamily of codes,
should be used on the source aperation.Specifc
projectsincludethe developmenbf a universalDCT
code compatiblewith JPEG and MPEGmage and
video standardsa universalKLT code,a universa
wavelet packet code, and a universal channel code.

The main objectivesof the educatiorplan are to
develop and maintaimaexciting atmosphere for active
learning for undergraduateand graduate studens
through innovative programs that encouragethe
maximum possible exchga between students, faculty,
and individuals from local industry.

University of California-Berkeley; Ljiljana Trajkovic; VPW:

circuits and powersystems flow equations, that
tradtionally pose simulation difficulties. Experiments
with homotopiesnay lead to the development of better
circuit simulationtoolsand to betteunderstanding@f
relaionships between homotopy methodsand the
behavior of nonlinear circuitOr. Trajkovic will spend
three months with the Electrical Engineerigy
Degrtmentat theUniversity of Wuppertal Germary
where shawill collaboratewith ProfessotWolfgang
Mathisand his students. Their "Theory and Computer
Aided Desigof ElectronicCircuits" groupactively
pursues research in ciittheory and simulation. This

will be aontinuationof her researclactivities at
Bekeley,with emphasis on theoretical work based on
experiments with various homotopies.

Interactivactivities include: teachinga graduatecourse in
"AdvancedCircuit Theory"thatwill introduce students to analytical
resultghat provide insights and understanding of complex behavior
of eletronic circuits; holding a workshop/seminarseries on
"Application of Homotopy Methods in Solving Engineeriny
Probkems,"with specialemphasi®n circuit simulationandsolving
equations describing nonlinear circuits; and organizing informd
workshops wiie female students make presentations and get advice
about their research and career goals.

University of Colorado; Michael Lightner; Workshop on the
CAD Needs for Supporting System Design for the Next Ten Years;
Boulder, Colorado, March 1995(MIP-9504395, A001); $18,598;

6 months.

This workslop is to develop a seminal statement about research
topics needed in developing a science of tools for electronic systems
design. It bringstogether academic and industrial researchers with

Homotopy Methods for Analysis and Simulation of Electronic experience inVLSI chip, electronic system,and other design

Circuits; (DGE-9550153);$15,000;15 months; (Joint support
with the Visiting Professorshipsfor Women, and the Western
Europe Program - Total Grant $171,397).

Finding dc operating points, steady state, and
transientresponsesf electroniccircuits are essential
tasks in electrical circuit simulation and involve
nonlinear diferential/algebraic equations. Traditional
methodsfor solving suchsystemsof equationsoften
fail, are difficult to converge, and, often cannot find all
the solutions. Dr. Trajkovic will investigatethe
application of homotopy methods to solving nonlinear
equationsdescribingpower electronicand switching

automationfields to integratetheir varied pointsof view. The
workshop facilitates the integration of a wide range of design
automation research ideas, dmeitt integration into a new science for
systems design.
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University of Delaware; Phillip Christie; Statistical Analysis of Zemanian; VLSI Interconnection Networks (MIP-9423732)
Interconnect-Limited SystemgMIP-9414187,A001); $32,499  $100,000; 24 months.
12 months; (Joint support with the Microelectronic Systems

Architecture Program - Total Grant $57,499). This reseait is on techniques for analysis of VLSI interconnect

The gowth in size andcomplexity of moden
computers isnatchedby the needor more accurate
modelsof theirinternalwiring structure. The task of
modelingthis complexityis ideally suitedto a recent
developmentin statistical physics called the re-
normalizationgroup. It has the power adtackthe
wiring optimizationproblem because it takéss one
vely difficult problem and breaks it up into a very large
number of much simpler problems.  Rather than
attempting to attzk the entire range of partitioning and
placement ragirements from the transistor level to the
back-plane, amptimizationprocedure neednly be
foundfor a highly restrictedwire length range. Once
this has been derived, theopedure is renormalized for
all otherlengthscales in anannemwhich generates
system-wide solution. This projectwill investigae
how such an approachaybe used talevelopmuch
better estimates of interconnect-limited systen
performance and how this theory leads to new
optimizationalgorithms. In contrast to other theories
the predictionsmadeby this technique will grow ever
more accurate as ttsystemsgrow larger and more
complex.

nets. Methodsfor predictingcapacitanceffectsin VLSI circuitry,
especiall at rounded cornersieabeing investigated using asymptotic
exmsions. Secondly,methodsto determinethe voltage-curren
regime of nonlinearnetworkson a chip are being assessed. The
approach is meodeleachinterconnectiometworkas a cascade of
three teminal networksconnectedogetherat their ends. Each
cascade can be descrilmeathematicallyby a nonlinearoperator.
Conmputationallyefficient analysistechniquesre beingleveloped.

Carnegie-Mellon University; Randal E Bryant; 1995 Daghstuhl
Workshop on Binary Decision Diagrams, Germany
(MIP-9503339); $7,500; 6 months; (Joint support with the
Programming Languages and Compilers Program - Total Grant
$15,000).

Binaly Decision Diagrams (BDD's) have found widespread use
in synthesisformal verification andtestingof digital circuits. This
success ithe EDA research area has spawned research efforts on a

numbeof fronts, including theoreticalstudiesof algorithmsand
conplexity, applicationsto such areas aatificial intelligenceand
logic programming,and extensionsbeyond Boolean functions to

represenatrices, Markov systems, and multi-variate polynomials.

This workshop(February 13-17, 1995) is the first ever held
specifically on this important technology.

University of Kansas; Frank M Brown; A Theory of Design  Carnegie-Mellon University; Roy A Maxion, Andrzej J
Change; (MIP-9526532); $20,000;12 months; (Joint support  Strojwas, David L Banks; DiscoveringInformation in Large,
with the Numeric, Symbolic & Geometric Computation Program  High-DimensionalDatabases(IRI-9224544 A002); $10,000; 12
- Total Grant $34,709). months; (Joint support with the Knowledge Models and

The mentalprocessof predictingthe reasonable
consequencesf a change in the design of an artifact is
an important stem the design process. This research
addresses issues developinga theory of design
change. The premise is that the incremental changing
of thegeometricdesignof anartifactmay be formally
explained i logicd and mathematical theories, similar
to thosdn automated planning and simulation systems
which are used immany fields.  Topics being
investigatedare representatiorof designs,designe
intentionsand constraints. A computational model of
the deductiveprocessof changinga designis being
developed. Themodelusesframelaws anddefaut
constraints expressed in timeodal quantificationa
logic Z. Other workncludesexploringproblems of
autamated deductionof facts in three dimensiona
geometry, consistencyanalysis, and developing a
taxanomy of appropriateengineeringdesignactiors
and intents.

State University of New York - Stony Brook; Armen H

Cognitive Systems, theDatabase & Expert Systems, the
Experimental Systems Program, and the Statistics Program -
Total Grant $160,000).

Ovecoming the "curse of dimensionality" is a vital problem for
any complexmanufacturingndustry, such asvLSI production,in
whichhundreds of variables must be precisely controlled in order to
achievehigh-quality yield. This research addresses both theoretical
and practicatoncerns. On thetheoreticalend, statisticianshave

reently proposed a numbeof compelling new ideas for
high-dimensionalhonparametricgegression (e. g. ACE, AVAS,
LOESS, PPR, MARS, RPR and several otiigorithms). These
ideas are largaintesed, and little is known about their comparative
peformancein realistic situations. To remedythis, a large-scale
simulation exgriment is performed that employs statistical design to
eviaate the effectsof sample sizedimensionality,signal-to-nois
ratio, and various kinds of undgrig furctions on the integrated mean
squared erroof the fitted model. The resultof the study are
examined in an anails of vaiance, leading to clear conclusions as to
the circumstancesider which each of the proposed methods is most
valuable. On the practical side, this research applies the
methodolog studied in the simulatioexperiment to VLSI production
data as nairo-modeled by the PREDITOR software, which is widely
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used in industrto calculate from physical principles the actual resulBrown University; Harvey F Silverman; A Large-Scale,

of each step in the production of a VLSI circuit wafer.

Intelligent Three-Dimersional Microphone-Array Sound-Capture
System (MIP-9314625 A002 A003, A004); $12,060; 24 months;
(Joint support with the Systems Prototyping and Fabrications
Program, the Experimental Systems Program, the Circuits and
Signal Processing Program, and théMlicroelectronic Systems
Architecture Program - Total Grant $674,601).

This is ajoint projectbetweenBrown and Rutgers to build a
large microphone aryavith associated processors for beam forming.
Applicationsare directionfinding, echocancellationand speaker
differentiation in teleconferencesystems,multimedia educationh
systems, and large conferencenters. Groups of microphones share
microphonemodulesthat perform A/D conversionand low-leve
processing. Thmicrophonemodules are linked over a high speed
serial network (possibly optical) to a multiprocessorssignal
procesig systemfor the higherlevel processing. Theesultirg
system is being evaluated in atperimental teleconferencing facility.
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Microelectronic Systems Architecture

Dr. Lionel M. Ni, Program Director
(703) 306-1936 Ini@note.nsf.gov

Program Description

The MicroelectronicSystemsArchitecture(MSA) program supports basic researchirorovative designof compute
systems at the phical and theystem level tachieve high system performance. It encourages studies on the impact of new
hardware andoftwaretechnologiesaswell as theimpact of new applicationsand algorithmson computersysten
architectures. Theyd of architectural research emy@d includes theoretical and analytical studies, simulations and limited
proof-of-concept prototyping. The program emphasis is on physically realizable”systems.

TECHNOLOGY-DRIVEN ARCHITECTURES

The program supports architaral research which explores the capabilities and limitations of current and future”hardware
and softwaretechnologies.The objective in thesestudiesis to betterunderstandand to extendthe performance
programmabillg, applicationsgan, and reliability of microelectronic systems. Typical issues which are addressed’include:

*  Methodologiesfor systemdesignthat map high-levelabstractionsandsystemspecificationgo low-leve
physical implementations while codsiring the design tradeoffs of chip area, power consumption, clock rate,
packaging, cost and programmability.

Design of general-purpose and special-purpasemputers,such as superscalar processors, parallel
processorsgistributedandreal-timesystemsThedesignissuesmayincludecache andiigh performane
memay systemsmulti-threading,interconnectiorstrategiespipelines,networkingand 1/0 systemsco-
processor architectures, etc.

*  Studiesof systemprogrammability architecturaupportfor programming languages and system software,
compiler techniques to exploit and to enhance system architectural features.

*  Studies of both hardwamnd software strategies to enhance the reliability, availability, and fault tolerance”of
microelectronic systems.

APPLICATION-DRIVEN ARCHITECTURES

The program supports th#esign of special-purposeeomputersfor applicationsthat can betterutilize emergirg
microelectronidechnologiesn a cost-effective manner. Projects focusing on the design and development of ‘application-
driven computingsystemanustinvolve innovative architectural research and a cost/performance analysis and evaluation
of the resulting design. Primjeemphasis is placed on obtaining rawhitectural and design knowledge and evaluating their
effectivenessA secondanemphasiss placed orstudiesthatcan provide a bettemderstandingf the problensolving
methods using microelectronic technologies. Typical issues which are addressed”include:

*  Requiremenspecificationanalysisdecompositiorof problems and mappiraf problemsubcomponesst
onto functional building blocks, and analysis of the cost-performance trade-offs;

The deggn and evaluation of special-purpose computers and their required software for"applications whose
requirements,such agperformancememorysize andphysicalsize,cannotbe met by availablegeneral
purpose computerffor example, speech processing, graphisanulation,image processing, signal
processing, artificial intelligence and neural networks).
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Initiatives and Opportunities

The MicroelectroniSystems Architecture program is actively soliciting proposals particularly in the"areas which relate to
the Strategic Implementatiotap for the "American Age of Information," developed by the Committee on”Information and
Communications of the National Science and Technology Council.

Possible research includes:

Design andevaluationof high performancememorysystemsjncluding I/O, for superscalar and parallel
machines.

See the Dea€olleagueletter NSF 94-75 and the NSRVorkshopon High PerformancéMlemoty
SystemsFinal Report (Report No. TR-93-3%omputerScience Dept.University of Virginia, June
1993).

Innovative application-specificmachine architecturesthat can tackle grand challengeproblems, e.g.
biotechnology and environmental studies, etc.

Design and evaluation of innovative microelectronic systems using new device and”packaging technologies
such as optoelectronics, optical interconnects, VLSI, GaAs, MCM packaging,”and analog-digital devices.

Performance evaluation of microelectronic systems using a combination of ‘analytical modeling, simulation,
benchmarking and measurements on such systems.

Experimentalresearchhat dealswith building of small-scale proof-of-concepprototypes simulationor
emulation of new system designs using software or FPGA emulators.
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Awards

Technology Driven Architecture

University of Arizona; Ahmed Louri; Design of 3-D Optical University of California-Los Angeles; Milos D Ercegovac;
Interconnects for High-Dengy Chip-to-Chip and Board-to-Board Arithmetic Algorithms and Structures for Low-Power Systems
Interconnections (MIP-9310082 A002); $103,421; 12 months. (MIP-9314172 A001); $96,770; 12 months.

As devce speeds rise, communication rather than
device speed becomes thiémiting factor in
performance and cost of high-performance computing
systems. Opticalinterconnectoffer the potentialfor
high-sped, scalable communications that can keep up
with progress irdevices. This research explores the
application of free-space optics tdcigh-densiy
interconnects that are capable of bandwidth
interconnectdensity,and error rategar beyondthe
capabilities of current electrical interconnectsand
backplanes. The approach consists of:

1. developing suitable optical network topologies;

2. identifing optical implementation techniques and
required devices;

3. identifying interface components;

4. developing modeling and simutat techniques for
evaluating the performance of the chosen
topologies and implementations; and

5. physically implementingand measuringsomeof
the resulting networks.

The objectiveof the proposed research is thevelopmenbf
numerical computing systems which operate with a small amount of
electrical power. Itconcentrateson arithmetic structures and
algorithmsandmodelspowerconsumptiorby the numbenof signal
transitions. These low-power structures asssentialfor the

devatamtof future computingsystems. The proposed research
will further the understanding of the effect of number representation,
algorithm, and implmentation on the power dissipation of numerical
compudtion structures.Moreover,methodsandtechniquefor the
de@gn of low-power structurewill be developed,as well as
low-power designs for specific operations, such as adders,
comparators, multipliers, and dividers.

University of California-San Diego; Chung-Kuan Cheng;

Research on Circuit Partitioning(MIP-9315794 A002); $24,923;
12 months; (Joint support with the Design, Tools and Test
Program - Total Grant $49,846).

This pmoject is an investigationinto a new generationof
hierarchical partitioning methods motivated by the need to:
1. cope with high circuit complexity,

University of California-Davis; Matthew Farrens; NYI: High 2. improve agstem's pdormance under I/O pin count constraints,

Performance Single Chip VLSI ProcessoiMIP-9257259 A004); and
$25,000; 12 months. 3. control intermodule delay in order to optimize systen
performance.

The research is toinvestigate various
configurations of deagpled architectures and to extend
the concepinto thefield of parallel processing. Itis
anticipatedthat, with severaldecoupledprocessors
communicating via architea@l queues called Multiple
InstructionStreamComputerMISC), it will function
as atypeof dynamic superscalar processor, providing
significart performance gains. The MISC architecture
usesmultiple asynchronougrocessingelementsto
separate a program intistesams that can be executed in
parallel, ad integrates a conflict-free message passing
systeminto the lowest level of the processor design to
facilitate low lateng intra-MISC communication. This
approach allows for increasecahine parallelism with
minimal codeexpansionand provides aalternative
approach tosingle instruction stream multi-isste
machines such as superscalars &thdWs. The
relationshipbetweenoptimal processorconfiguration
and transistocountis also beingnvestigated. The
goal is b define the design points at which a change to
multiple processors becomes advantageous.

This research focuses on extending prevpartitioning research
by adoptingdifferentcircuit models including petri nets, data flows,
arsthite machines, by improving the efficiency and effectiveness of
thenethods,and by deriving theoreticalresults onvariations of
partitioning formulations.The PI plans to apply partitioning methods
to netlist mappings for various hardware emulation machines and to
find potential applications oféise methods to VLSI design problems.

University of California-Santa Barbara; Kwang-Ting Cheng;
Reachability Computation Using the Extendefinite State
Machine Model and its Application to Automatic Test Generation
(MIP-9503651);$71,887;36 months; (Joint supportwith the
Design, Tools and Test Program - Total Grant $201,844).

This research addresses computatioaaxthable states for VLSI
designs described in highdélanguages and the application of these
results toautomatictest patterrgeneration(ATPG). Methodsto
computsymbolically the set of states reachable from an initial state
are being explored. An extged finite state machine (ESFM) model,
which can represent communication protsand hardware behavior,
is being used. Aeyidea isthatthe modelallows useof arbitrary
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state variables, such heoleanandarithmetic,which will provide wiring optimizationproblem because it takéss one

efficiencyin computation. Methodsandprototypetoolsto convernt vey difficult problem and breaks it up into a very large
auomaticallyadesignin VHDL to an ESFM are beindeveloped number of much simpler problems. Rather than
These mthods and techniquesare being applied to ATP®r attempting to attzk the entire range of partitioning and
sequential circuit test. placement ragjrements from the transistor level to the

back-plane, amptimizationprocedure neednly be
found for a highly restricted wirdengthrange. Once

University of California-Santa Cruz; Anujan Varma; NYI: this has been derived, thepedure is renormalized for

High-Speed Interconnection and Switching Technologies all otherlengthscales in anannemwhich generates

(MIP-9257103 A004, A005); $67,500; 12 months. system-wide solution. This gext will investigate how

sud an approach may be used to develop much better
This researclaimsto developarchitecturesaand estimatesf interconnect-limitedsystemperformane

protocols for high-speed interconnection within and how this theory leads to newoptimizatin
computer systems. Typical applications to be algorithms. In contrakt other theories the predictions
considered include interconnection of processor madeytthis technique wiljrow ever more accurate as
subsystemsamong themselvesfor multiprocessp the systems grow larger and more complex.

configurations, and thiaterconnection of processors to
I/0 subsystems.Thefocusis onhigh-speedrossbar

switches as the interconnectimeans. The structure of Georgia Institute of Technology; Umakishore Ramachandran;
theseswitchesaswell asmechanismg$or connectio PYI: Architectural Issues in Parallel and Distributed Computing
setup, routing, and flow-control across multiple (MIP-9058430 A005); $37,500.

cascadedwitches are being studied. Photonic switch

architecturesobtainedby combining dimensionsof Beehiw is a project that investigates the software and hardware
switching, such aswvavelengthand space, arende issues in the degn of scalable shared memory multiprocessors. The
investigation. architecture isdesignedto support aform of weakly consisteh

memory modelin a cache-basedultiprocessoenvironment. The

novel aspects of the ardtture are reader-initiated cache coherence,
University of Southern California; Massoud Pedram;NYI: Low lateng tolerance through buffered s, elimination of false-sharing,
Power VLSI Design (MIP-9457392 A001); $50,000; 12 months; and dficient supportfor synchronizationvia the caches. The
(Joint support with the Design, Tools and Test Program - Total architecturalfeatures are designedto be compatible with an

Grant $100,000). interconnection networkResearch issues include: Compile-time and
runtime issues in the exploration of the weak memory model and the
This research investigates deding and estimation architecturafeatures, novel simulation techniques for the evaluation
of power consumptionas well as techniquesfor of such complex parallel systems,and exploration of optical
minimizing power at thevarious levels of design interconnects for such scalable architectures.

abgraction (layout, logic, register- transfer and
behavioral levels). Praiples and methods to guide the
designof powerefficient electronicsystems are being

explored; and thanpactof availability of low-power Georgia Institute of Technology; Ellen W Zegura;CAREER: A
designtechnigueson chip,module,andsystemlevel Systematic Approach to the Design of Cost-Effective, High
designs is being assessed. Topics biinestigatel Performance Switching Architecture{MIP-9502669); $131,479;
include: spatio-temporal power estimation; state 36 months.

assignmentfor low power; power dissipation in

boolean networks; common subexpression extraction; This researclimsto answer a setff critical questionglealirg

and FPGA synthesis for low power. with communicatin systems by way of the development and use of a

simulation and implementationmodeling environmentfor virtual

circuit switches. The fitgquestion concerns systematic, standardized
University of Delaware; Phillip Christie; Statistical Analysis of performancecomparisons.Usingrelevanttraffic modelsand trace
Interconnect-Limited SystemgMIP-9414187,A001); $25,000 data from actual applations, this study is standardizing performance
12 months; (Joint support with the Design, Tools and Test measurementgliminatingthe apples-to- orangesmparisonshat

Program - Total Grant $57,499). resultwhen considering performance results from different research
groups. Thesecondquestionconcernscost andimplementatio
The gowth in size andcomplexity of moden modeling. This work is integrating the design of system architecture
computers isnatchedby the needor more accurate andmplementation. The particularfocus is on electronc
modelsof their internalwiring structure. The task of implementationandmultichip modulepackagingtechnology. The
modelingthis complexityis ideally suitedto a recent third question concernsrible of architecture in providing quality of
developmentin statistical physics called the re- servicguarantees.Theusualabstractiorof the switchas a queue
normalizationgroup. It has the power ttackthe hides toanuchdetail aboutinternalarchitecturehatis relevantto
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traffic behavior when traversing witch. This work is characterizing

This work isexploring systempartitioningandtransformatio

theeffecton traffic of different switch architectures, and developingechniques to buildsystem implementationsthat "guarante&

switch nechanismgo work in concertwith othermechanismsn
providing quality of service guarantees.
The edicationalpart of the project isusingthe
simulation and implementation modeling environment
as a kg component of graduate course in High Speed
Switching Networks. In addition, portions of the
research amp appear in twadergraduate courses, one
on VLSI Design and the other dviodeling. Other
educatiorefforts include significant mentoring activity
and ongoing improvement in teaching.

University of lllinois; Andrew A Chien; High-Performance
Adaptive Routing in Multiprocessor NetworkqMIP-922373
A002); $100,000; 12 months.

The selection of good routing algorithms in
multicomputer networks is necessaryto prevent
deadlockavoid hot spots, and maximize performance.
This project establishes faamework for selectiry
routing algorithms, which consists of four parts:

1. selection of dedlock-free algorithms with varying
degrees of adaptiveness;

2. aset of analytic models of router speeds based on
switchand buffer delay measurements;

3. anempirical study of networktraffic patterns to
determine the need for adagtness in routing; and

4. a sefof techniquedor extendingrouters to meet
requirementsuch agault toleranceand in-order
message delivery.

University of lllinois; Rajesh K Gupta; Architecture and
Synthesis Techniques foEmbeddedSystems (MIP-9501615)
$95,000; 36 months; (Joint support with the Design, Tools, and
Test Program - Total Grant $100,000).

This research is orsynthesistechniquesfor
micro-electronics-basedembeddedsystems”. An
embeddedsystemis one designedfor a specifc
functionality understringentconstraintson itstiming
performancend cost. Desigautomation techniques
arebeing developed for use in a framework where the
designer can assesgadeoffs between various
embeddedystemarchitectures and designs. The main
capabilities of this framework are:

1. timing analysisfor both executiondelayand rate
constraints;

2. embeddable software and runtime systen
generation under timing constrains;

3. software size-performance tradeoffs;

4. cost- performance analysis of architectura
alternatives, such as pre-fetch and forward
hardware.

constraint satisfaction while optimizing system development cost.

University of lllinois; Benjamin W Wah; Architecture Specific
Resource Management Via Intelligent Compilation and Strategy
Learning; (MIP-9218715 A004, A005); $103,095; 12 months.

This research targetficient distributed computingthrouch
intelligent schedulingof applicationprograms. The approach has
three componentscompiler developmentmeasurementf systen
loads, andautomatedlearning of optimal scheduling policies.
Compilers are modified to exttamontrol and data dependencies from
applications programemit performance monitoring code, and allow
parftioning into processesvith predictable resouraequirements
A neuralnetworkmodelis beingdevelopedo characterizesysten
loads based on regatilst lengths, I/O traffic, and network congestion.
Finally, an automated leaing system will tune scheduling policies to

balancsystemloadsusingthe predicted ancheasuredpplication
program requirements.

Purdue University; Jose A Fortes;Data Distribution Independent
Parallel Processing(MIP-9500673, A0Q); $112,919; 12 months.

This project is exploring the possibility of a parallel

programming paradigm that imeistribution independent (DDI) in
the sensé¢hatthe usemvould not be required to program or even
invoke datacommunicatiorroutines(hereoncalledmodules). The

need for data istlibution would either be eliminated or transparent
to the user. Themphasighis work is on thesystematiaesignof
computationamodules so that either there is no need to redistribute
input data orwhenthis cannotbe achievedthe cosbf (automatig
redistribution is minimized. In thisatext, source-to-source program
transbrmations, called modular mappings, and properties that allow
commutative parallel processing asriy explored as techniques and
conceptghatenable DDIcomputation. Theextentto whicha DDI
paradigm could replaceexisting approaches;omplementhem or
merey appl to speal application domains is unclear and this is one
of the issues undeinvestigation. In addition, hardware and
architecturdeaturesghatsupport DDIcomputatioron both general
and specigburpose parallel processors are being investigated. The
experimental validation is being done in the context of three
application areas and prograrmplementationson a fine-gran
distributed memar SIMD machine (Maspar MP-1 with 16 thousand
processors) and a coarse-gidigtributedmemory MIMD machine
(Intel Paragon with 140 processors). The areas of interest are dense
linear algebra, sparse linear algebra syrdboliccomputealgebra
which can be applied tmmerousscientific and engineerig
computingproblems. For these three areas, DDI modules are being
developed asvell as entire programs buitif severalmodules
Performance comparisons are being made between DDI
implementation and their non-DDI counterparts.

Purdue University; Kaushik Roy; CAREER: Integrated
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Framework for Test Synthesis, Power Optimization, and Reliable

Design of VLSI Circuits (MIP-9501869, A001); $10,000;36 lowa State University; Sachin SapatnekarCAREER: Gate-Level
months; (Joint support with the Design, Tools and Test Program Performance Optimization of Pipelines and General Sequential
- Total Grant $100,000). Circuits; (MIP-9502556, A001); $147,500; 36 months.

This research is aintegratedapproach to design
of VLSI circuits, with an emphasis on developing tests
for thermal and electrical stress, and power
managementThe first goal is to use stress testing as a
low-costalternative to burn-in. Methods to synthesize
tests for electcal and thermal stress based on accurate
measuref signalactivity are beingexplored. In low
power design, the following are being pursued:

1. develop Monte Carlo bad approaches estimation
of signal andglitching activity in sequentiabnd
DSP circuits;

2. find architectural and system-level power
minimization techniques;

3. investigate currentstching techniques for power
management; and

4. designlayout algorithmsfor circuits with low
power consumption.

Samplesequentialand digital signal processing
circuits are being synthesized.

University of Notre Dame; Peter M Kogge; Architectural
Techniqgues for Inherently Lower Power Computers Johns Hopkins University; Smaragda Konstantinidou;
(MIP-9503682); $155,000; 36 months.

This projectfocuseson the problenmof power
dissipation, primarjl on thefundamental issues of what
are the real sourcas power dissipationin CMOS
microprocessors, and what can be done to minimize it
at a more globdkvel. Thegoalis developmenand
demonstration of techniquesthat would support
Power-efficientInstructionSetArchitecturegPISA).
For this, there are four major tasks:

1. Dewlopingtechnologyindependentmodelsand
metrics for power dissipation in CMOS logic.

2. Analyzing currentday designsto benchmarkhe
stat of the arand to identify processor subsystems
that are potential power hogs.

3. Dewlopmentof newtechniqueghatwill reduce
these metrics.

4. Demonstratiorof thesetechniquesn a prototype
CMOS PISA CPU chip.

These newtechniqueswill include gate design
level approaches, buwill focus primarily on
organizational and instruction set architecturh
approachesthat inherently have a lower power
requirement. The endgoal of this research is to
develop a deepescientific understandingof the
relationship betweenpower andcomputation,and
develop techniques that rimitize the ratio of the two in
ways that can broadly impact the continuing evolution
of VLSI technology and its successfuluse in
computing.

This project isconcernedwith performanceoptimization of

high-speedynchronous digital circuits. It addresses the application

of timing optimizats to pipelines and general sequential circuits in
high-performanceystems The core of the research effort is directed
towards themethodof retiming at the gatdevel. Retimingis a
sequentiallogic optimization techniquethat repositionsmemoy
elements, namely, edge-triggeredflip-flops and level-triggerel
latches, within a cituit to optimize the timing behavior of the circuit.
The useof retiming optimizationmethods chiefly devicesizing, is
also being investigated.

Under the educationakpof this project, the Pl is incorporating
CADtechniques in the undergraduate program from the sophomore
level by the useof CAD toolsin teaching. At the graduate level, he
is involved in developingcourses, the supportiraxistingcourses,
andin advising graduate students. The investigator is also exposing
undergraduates to hissearch for a better appreciation of the state of
the art, and to motivate them towa higher education. The Pl is also

contributing towardsitreach activities by focusing towards distance
educaibn throughteachingcourses to sites in the statelowa via
television, and around the country through the medium of satellite.

CAREER: Application-Driven, High-Perfomance
Communication in Parallel Computing System@IP-9501768);
$135,000; 36 months.

The goabf this project igwo-fold. First, it seeks tgtudythe
communicationcharacteristicef applicationghat canbenefitfrom
the computing power, very large memory, and high-speed
communicatiorof parallelcomputingsystems.Within this contex
measurements are beiagen of the traffic generated by both regular
andirregular scientific applications, applications written in a variety
of programming paradigms, data-miningleations and applications
with real-timetraffic demands.Secondthe project seeks to use the
informaion gatheredfrom applicationsto guide the designsfor
interconnect devices and pragrmable communication coprocessors
thatefficiently supportmultiple classe®f applications and multiple
programming paradigms.

The edication plan addresseswo important issues in
experimental computer science: Fitstddresses the issue to teaching
a subject area, such dsgh performancecomputing, that is
technology-drivenand where therelevanceof knowledge and
informdion can have a very short life span. Second, it addresses the
issue of teaching the methodojarf expeimentation and in particular
the process of designing experiments.

Massachusetts Institute of Technology; Anant Agarwal,
Protection and Translation in Multimodel Multiprocessors: The
MIP FUGU Workstatiory (MIP-9504399); $236,265; 24 months;
(Joint support with the Experimental Systems Program - Total
Grant $800,000).
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This project is extending the Alewife
multiprocessor to explore tvaspects of future scalable
multiprocessors. One aspect is protection. Protection
is required on accesses to hardware resources, with as
little software overheadas possible. Foexample
when amessagesender and receiver are paftthe
same application, dy should be able to directly access
network hardware. The other aspect is address
trandation, sothateachapplicationcan have it®wn
address space. Alfgpcessors executing an application
must have the same addresscgy however. To ensure
this, memoy mappng hardware is placed at each node
of the multiprocessor, and must be kept coherent.

The FUGU system provides threemodes of
interprocessorcommunication. Sharedmemory is
provided by hardwaresynthesizednessagesamory
nodes, which maintain cache coherence. Short
message can be sent directly by performing loads and
stores to I/O registethatare in eacmode'saddress
space. Longer messagesre managedby a DMA
engine that is separate from the processor.

Translation ad protection for shared memory and
for short messagesare provided by hardware
enhancements that maintain cemere in the translation
lookaside buffers and ensuratimessages are received
only by the processethattheyareaddressedb. For
long messagespnly minimal support for address
translationis provided by the hardware since the need
for suchtranslationis likely to be rare. Any needed
translation will be provided by software.

University of Michigan; John P Hayes; Functional Testing of
Complex Digital SystemgMIP-9503463); $72,815; 36 months;
(Joint support with the Design, Tools and Test Program - Total
Grant $202,000).

This research is otechniquedor testing VLSI
circuits directy at uinctional levels, while ensuring that
standardestingquality goalsare met. A high-levéd
fault model called the inducedfunctional fault (IF)
model is beingnvestigated. With this model,an IF
fault class can beoupledto aphysicalfault class so
that detection of IF faults ensures detection of physical
faults. Advantages this approach are easy derivation
of nea-minimal test sets, and reugé tests inothe
circuits.  The construction, use and reuse of
precomputedtestsfor sequentialcircuits are being
explored. In thisegard, the application of balance and
functional goperties to simplifying test generation and
improving fault coverageare beingstudied. Built-in
self-testingmethodghatfacilitate theimplementatio
of functional testing methodsand thedetectionand
elimination of design errors are also being explored.

University of Minnesota; David J Lilja; New Mechanisms for
Parallel Loop Scheduling (MIP-9221900 A001); $5,000.

Automatedassignmenbf separate loojiterationsto different
processors is a powerfidlchnique for scheduling programs to run on
parallel computers. This project isinvestigatingfour research
approaches to loop scheduling: investigation of processor allocation
strategies,minimization of time in loop-control critical sections
techniques for scheihg loops with large but regular execution time
variations, and adaptitechniques for minimizing memory reference

effects. Reseaethodsncludesimulationandmeasurementf
prototype implementations on several parallel computers.

Princeton University; Niraj K Jha; Fault Tolerance in
Distributed SystemqMIP-9423574); $201,893; 36 months.

This project isconcernedvith a novel, cost-effectivescheme

called task-based fault toleraGEBFT), for providing fault tolerance
to heterogeneouslistributed computing systems. The techniqe
considers computations at the task level and places assertion checks
on the tasks tachievefault tolerance. It requires no hardware
overheadhnd relatively small amount of delay overhead. Allocation
andschedulingof the task igperformedn the task graph to support
fault tolerance, while at tlzarge time an attempt is made to minimize
the scheduldengthand obtain dalancedoad. Simulationresults
show that theoverheadin schedulelength incurred due to the
introduction of asséiobn checks is very small compared with the case
when all the tasks in theystemare duplicated. The topicsunde
investigation include the following:

1. applying TBFT techniques to multiple faults,

2. dewloping mixed allocation/schedulingmethodsto reduce
schedule length and fault tolerance overhead,

3. developing methods to ensure safety of operation without much
adverse effect on the reliability of the system,

4. dewloping allocation and schedulingmethodswhich would
permit the usef redundancyat the taskevel to providefag
on-line diagnosis,

5. develop probabilistic diagnosis methods,

6. integratingdetection/diagnosisesultswith a backward error
recoverymethodto minimize the rollbackdominoeffectusing
asynchronous checkpointing, and

7. developingallocationandschedulingnethodsfor periodic and

aperiodic tasks fault-tolerantreal-time distributed systens
based orthe notion of forward error recovery for safety-critical
tasks.

Princeton University; Wayne H Wolf; Architectural Co-Synthesis
for High-Performance Distributed Embedded Systems
(MIP-9424410);$66,908;36 months; (Joint supportwith the
Design, Tools and Test Program - Total Grant $192,383).

Embeddeaomputingsystemanustbe designedo meethard,
sdt, performancegost and othegonstraints. This researcBtudies
the synthesisof embeddedystemsbuilt from multiple processors,
which may be commercial or application-specific ICs connected in a
network. This methodology.co-synthesisaimsto simultaneousl
design the hardware andoftware architecturesof a system
Al gorithmsfor meetingall constraintghroughiterationof both the
hardwarearchitectureof the distributedcomputingengineand the
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process architecture of the applicatioftvgare are being investigated.
The nodelfor the research is the task graph disdributedsysten
graph. These are beiegtendedased orsimultaneousliesignthe

directions: developing multicaatgorithms for effective
cade-coherency,mechanismsand algorithms for
barrier synchronization, techniques to alleviae

hadware and software, stronger assumptions about processes in thehop-spot problems, andeterminingthe necessgr
task graphand simultaneous scheduling, allocation, and partitioning architecturalsupports. Theoreticaland probabilistic

of processesduring co-synthesis. Mathematical optimizatian

methods, such as graphfti#rning and network flow, are being used

to generate effective design algorithms.

State University of New York - Binghamton; Kanad Ghose;
Inherently Low Power Computer(MIP-9504767); $170,001; 36
months.

This projectfocuseson the problenmof power
dissipation, primarjl on thefundamental issues of what
are the real sourcas power dissipationin CMOS
microprocessors, and what can be done to minimize it
at a more globdkvel. Thegoalis developmenand
demonstration of techniquesthat would support
Power-efficientInstructionSetArchitecturesPISA).

For this, there are four major tasks:

1. Dewlopingtechnologyindependentmodelsand
metricsfor power dissipation in CMOS logic.

2. Analyzing currentday designsto benchmarkhe
state of the art and toidentify processor
subsystems that are potential power hogs.

3. Dewlopmentof newtechniqueghatwill reduce
these metrics.

4. Demonstratiorof thesetechniquesn a prototype
CMOS PISA CPU chip.
These newtechniqueswill include gate design

level approaches, buwill focus primarily on

organizational and instruction set architecturh
approachesthat inherently have a lower power
requrement. The endgoals of this research s to
develop a deepescientific understandingof the
relationship betweenpower andcomputation,and
developtechniqueghatminimize the ratioof the two
ways that can broadly impact the continuing evolution
of VLSI Technology and its successfuluse in
computing.

Ohio State University; Dhabaleswar K Panda; CAREER
Communication and Architectural Supports for Implementing
Distributed Shared Memory on Wormhole Networks
(MIP-9502294); $105,998; 36 months.

The goals of this project are:

to determie the communication, synchronization,
and architectural requirementsfor supporting
DSM; and

to develop design guidelinesto build efficient
wormhole-routed networks for supporting the
DSM models.

The research isfocused on four research

anaysis together with simation experiments are being

used to develop and validate the results.

Theeducationahctivitiesof this project include enhancing and
strengtheninghe computer architecture curriculum (undergraduate,
graduate core, and graduateegesh courses), formulating a capstone
design course, undergraduate méntprand creating challenging and
interactive environment for graduate learning.

Oregon State University; Shih-Lien Lu; RIA: Implementation
and Synthesis of Micropipelines in CMOS Differential Logic
(MIP-9211510 A001); $9,950.

Thedisciplineof timing managemeris thekey to the effective
desigrof anylarge scaleomputersystemsn this eraof advance
technolog It has beepointedout by Sutherlandecentlythatthe
currentdesignframeworkwhich employsa globally clockedtiming
discipline has reached iisit. It wasdemonstratethatthere are
man advantagesif a different timing discipline, namely, the
transition-signalconceptuaframeworkis used tadesigncomplex
computationystems. Inhis research, we take a bottom up approach

to accomplish thgathesis bmicropipeline processing systems from
a high-level specification. The first mdtone is to examine the design
andbuilding of micropipelinestructuresusing differential CMOS
logic insteadof static CMOS logic. The secondmilestoneis to
implement an automatic synthesis system for a particular
micropipelinestage'slogic processing blockyiven a setof logic
equations. The thirdmilestoneis toimplementall necessaryoken
control circuity. The last milesine is to map a dataflow graph which
specifies a particular algdmiin into hardware using the micropipeline
design frame work.

Carnegie-Mellon University; John P Shen;Analytical Model of
Superscalar Procgsor Performance(CCR-9423272); $119,999;
36 months; (Joint support with the Computer Systems
Architecture Program - Total Grant $239,999).

Trace-drivensimulators(TDS) arewidely usedby processor
architects toaccuratelyassess thexpectedperformanceof a
processordesign. While necessanand useful, TDS have some
shortcomings. Traces of tistic programs are usually very large and
expensive to store, asimulation of traces can very time consuming.
Furthermore,simulation doesnot yield a characterizatiorof the
factorsthat determineperformanceandhencecannot recommed
specific changes to enhance performance.

The two-fold objectives of this research are:
toinvestigatealternativesto TDS for accuratelyquantifying

processor performance; and

to seek tocharacterizefactors that determine superscalar

processor performance.

The effort will involve developing an agtical model of machine

behavior, basedwhich processoperformancecan becomputel

1.

2.
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without requiring tediousrace-driven simulation. It is hoped that the

same angtical model, iraddition to providing a useful tool, will also
provide acharacterizatiorof superscalar processperformance
This characterizationcan potentially reveal fundamental laws
governing processorperformancethat can be mathematicalt
formulated.

In this research project, processor performance is
modeledas acomposition of program parallelism and
machine parallelism.  Program parallelism is
representecby two distribution functions that are
derivedfrom the executiontrace of benchmarkand
captures thecontrol and datadependenciesn the
program. T derivation is analogous to performing a
type of transformon the execution trace from the time
domainto thetransformeddomain. Consequentlyhe
two distribution functionscan beviewed as concis
spectralrepresentatiorof the programparallelism
Machine parallém represents the resources available
in the processofor the concurrentprocessing of
instructions. A machineis modelledas anetwork,or
circuit, of primitive component®.g., buffers and scalar
pipelines. Macranodelsof the componentand the
model for theilserial and parallel interconnections will
be developed. With such a circuit of modd
microarchitectures, complex supealar processors can
be effectively and rigorously modeled.

While the researchppears somewhat theoretical
in nature,a great deabf experimentations required
and «pected. The plan is to workwith realistic
programs with extremely long traces as well as a wide
range of state-of-the-artimplementationsof real
instruction set ahitectures. The Alpha 21164 and the
Power PC 62@alesignsand the SPEC92 benchmark
suites are used as the prignerperimentation vehicles.

University of Pittsburgh; Steven P Levitan; Tempord
Specification Verification (MIP-9102721 A003); $25,000; (Joint
support with the Design, Tools and Test Program - Total Grant
$25,000).

This resarch is on verifying timing specifications
for interconnection of modies in both synchronous and
asynchronousligital systems. The notion of temporal
behavior is being abstractefdlom the notion of
functional behavior ypfocusingprimarily on the control
protocolsof the modulesandignoring the datavalues
conputed by the modules. In this model, the interface
protocolsof eachmodule are given along with the
connectivitybetweenmodules. A static graph is built
that desdbes the temporal relationships among all the
externalsignalsof all the modules. The verification
process is baseth@ comparison between the possible
behavors of the system, represented by the graph, and
the legal behaviors as representleg a set of
constraints. Thdey constraintis that the temporal
behaviorof one module cannotviolate the temporal

constraintof anothemodulewithin the system. The
algorithms support multiple system states, state
transitions,and checking of conditionalsand loops
within the protocols. This searchingis tractable
becauséunctional behavior and data values generated
by modules are not considered.

University of Rhode Island; Qing Yang; Exploring the Design
Space for High Rrformance and Low Cost Memory Hierarchigs
(MIP-9505601); $159,818; 36 months.

The mainobjectiveof this research is tmvestigatethe issues
related to hardware desigasd performance evaluations of a number
ofinnovative cache design techniques. These design techniques are
curreny being developd for single-chip general purpose processors
and multiprocesss. Specifically, the focus of the research includes:
1. minimizationof area cosbf on-chip cacheby CAT--cachirg
address tags;
madimization of cache hit ratiody evenly distributing data
across cache setgth the helpof a few tag bitsthat chang
frequently during program executions;
investigation of ptential impacts of the new CAT cache designs
for various cache configurationsas well as multiprocessop
caches; and
devising analytical models, and performing trace-driven
simulations and execution-drivensimulations for evaluatirg
implementationcosts,performancesand designtrade-offs of
various designs.

2.

Texas A & M University; Laxmi N Bhuyan; Cache Architectures
for Large Shared Memory Multiprocessors(MIP-93019%
A002); $102,384; 12 months.

This project addressehe problem of designing coherent caches
for scalable multiprocessorsthvishared address spaces. Maintaining
cachecoherence in large-scale systems is time consuming due to the
lack of sufficient broadcastingcapacity in the interconnectia
networks. A gnamic cache coherenpeotocol is being designed and
evalated to reduce the cache coherence overheads in large systems.
This protocollimits invalidationor updateraffic to a subtreef the
interconrectionnetwork. Thefirst phaseof the projeciconsistsof
embeddingrooted treesinto various networks, and studying the
hardware andtiming complexities of directories using the
embeddings. In a secondphase, issues such &ailt tolerane
adaptive routing, and task mapping arepeiddressed. The research
makes use of analytic techniques and execution driven simulation.

Texas A & M University; Nitin Vaidya; CAREER: Two-Level
Failure Recovery Schemes for Multicomputers and Distributed
Systems(MIP-9502563); $85,978; 36 months.

The thrust ofhis proposal is on backward recovery schemes for
multomputeranddistributedsystems. The research is based on a
two-level approachthat uses dow overheadrecoveryschemeto
toleratmore probable failures, while the less probable failures may
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be tolerated witla higher overhead. By minimizing the overhead fouUniversity of Utah; Ganesh Gopalakrishnan;A Multi-Paradigm

the more frequently occurring failure scenarios,the proposed
two-level approach will achieve lower averageperformane

Verification System Tailored for the Design Refinement Cycle
(MIP-9321836 A001); $5,000.

ovelheads as compared to existing recovery schemes. Objectives of

the research are:

1. the design of efficigt two-level recovery schemes,

2. the developmenbf optimizationtechniquedor
two-levelrecoveryschemego determinevarious
parameters (e.gcheckpointingfrequency)that
will minimizethe averagperformanceoverhead
for the recovery scheme,

3. the implemerttion of two level recovery schemes
on a 64 processor nCUBERulti-computer and
on a network of workstations, and

4. the eperimental evaluation of two-level recovery
schemes talemonstrateheir ability to achiewe
better performancethan the existing recovey
schemes.

The godof the proposed education activities is to
incorporate the resultof recent research into
undergraduateand graduatecurriculum. Specific
objectives for the education plan are:

1. the develpment of an undergraduate introductory
course on falt tolerance and a graduate course on
fault tolerance techniques for parallel and
distributed systems;

2. thedevelopmenbf an associatedindergraduat
research effort; and

3. thedevelopmenbf a softwaretoolkit to facilitate
experimentsn the proposed courses.

University of Utah; Erik L Brunvand, Ganesh Gopalakrishnan;

The design of a VLSI system involves multiple design
repreentations;and thedesignmustgo throughseveraliteratiors
aimed at meeting many performance and cost constraints
Verification that the designmeetsconstraintsis necessary. This
research igleveloping rigorous verification methodsthat span

multiplelesign representations, accommodate design revisions, and
provide incisive partial verification methods(e. g. verification
focussed on thécorners"of the behavioralspace)that fit within
designers' time budget These ideas are being validated by verifying
the real asynchronous designs.

University of Vermont; Yuanyuan Yang; Routing Control
Strategies for Multicast NetworkgMIP-9522532);$18,000;12
months.

This is aResearch Planning Grant for women who have not had
priorindependent Federal research. The award is allowing the PI to
developa research program in the area of multicast communications

forhighly parallelcomputingsystems. The planningactivitiesare
conentratedon theinvestigationof routing control strategiesfor
multicast networks from the following aspects:
1. dsesigning new routing control strategieswhich can more
effectively reduce the non-uniformity of multicast connections;
2. developing a network simulator to simulate the multicag

networks under theseuting control strategiesand gather a

large amount of statistil performance data to compare different

control strategiesandguidethetheoreticalanalysisin the later
phase of the research systems.

The Design of Asynchronous Circuits and Systems with Emphasis

on Correctness and Proven Optimizatigr®11P-9215878 A001);
$42,610;12 months; (Joint supportwith the Design, Tools and
Test Program - Total Grant $85,220).

This research merges two efforts in asynchronous
circuit compilation. These are the work of
Gopalakrishnamn thelanguagenopCP and its use in
verification; and the work of Brunvand on
asynchronous circuit compilation. The research is:
1. erhancingthe expressive power agell as the

semantic clarity of concurrent hardware

descriptionlanguagedor asynchronougircuits
and systems;

2. extendingthe formal basisfor compiling from
HDL's to circuit designs;

3. formally characterizing and improving the
optimizations used in asynchronous circuit
compilation; and

4. studing the performance of implemented circuits
with regard to a variety of parameters.
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Virginia Polytechnic Institute and State University; James R
Armstrong, Walling R Cyre; Rapid Development and Testing of
Behavioral Models (MIP-9120620 A005); $20,000; (Joint
support with the Design, Tools and Test Program - Total Grant
$20,000).

This research is omethodsto createbehavio
modelsthat accuratelyrepresent théunctionality and
timing of complexdevices. The work is on developing
a "Modeler's Assistant" as a base for structured

Application Drive

University of Arizona; Ahmed Louri; Development and

Reallization of an Optical Content Addressable Parallel Processor

for High-Speed Database Processin@1IP-9505872); $335,152;
36 months.

This research isexploring the application of
opticalsystems for high-speed database processing. It
is combining a parallel model of computation
associativeprocessing based on the usfeconter
addressablememory, with an inherently parallel
technolog, optics. Theurpose is to integrate into one
study the elementsof parallel architecturesparallel
algorithms, device technology, and laborator
demonstrationswhich will test anddemonstratehe
advantages of optics for high-speed database
processing.

The approach takemn this project provides direct
hardware suppofor databaseperations. It consiss
of identifying the basic fundaemtal operations required
for data base processing and pelizing them as much
as wssible. This is followed by developing an optical
parallel architecturethat directly implements the
parallelized operations. Parallel algorithms for
database processing dhendevelopedhatbuild on
these fundamental operations. Consequently,the
optical architecture will support database applications
in a truly parallel fashion.

California Institute of Technology; Michelle Effros; CAREER
Code Clustering for Universal Image Coding and Other
Implications; (MIP-9501977); $32,169; 36 months; (Joint
support with the Systems Prototyping and Fabrications
Program, the Circuits and Signal Processing Program, the
Design, Tools and Test Program - Total Grant $134,628).

This project seeks todevelop reasonable
complexity, source-independentoding algorithms
which are crucial to thdesignof robustsystemsor
image coding and mobile communicationsin these
applicationghestatisticsof the source and channel in
operation are typically unknown a priori, and the

development of behavioral models. Specific problems being solved
are:developinga procesgrimitive setfor the Modeler'sAssistant
developing and evaluating performancemeasuredor structured
behavioral model development,developing a natural langua@
interface ér the Modeler's Assistant, and building into the Modeler's
Assistant thecapability to automatically generatetests for ary
behavioral model which has beenconstructedby the system
Behavioraimodelsare being expressed in thigh-levellanguage
VHDL.

n Architecture

performance of the coding strategy employed is
sensitive to those unknown characteristics.
The two-stage approach developedhimsource coding literature
is enployed.Theliteraturedemonstratethatin generaloneshout
quantize the space of possible co@ame of the rate should be spent
on describing whichaxde, in a family of codes, should be used on the
source inoperation.Specificprojectsincludethe developmentf a
universalDCT codecompatiblewith JPEG and MPE@Gnageand
video standardsa universalKLT code,a universalwaveletpacket
code, and a universal channel code.

The mainobjectivesof the educationplan are tadevelopand
maintain an exciting atmospldor active learning for undergraduate
and graduate students through innieeaprograms that encourage the
maimum possible exchange between students, faculty, and
individuals from local industry.

San Jose State University; Belle WeilRUI: A VLSI Arithmetic
Data Path for a ComplexNumber Digital Signal Processar
(MIP-9321143 A001); $35,285; 12 months.

This project dealwith thedesignand implementation of VLSI
algorithms and circuits for arithmeticepations on complex numbers.
The research is motteal by the need for these circuits in high-speed
digital signalprocessing applications. The goals of the research are
to:

1. Develop VLSI design algorithms for the arithmetic data path of
complex number digital signal processors.
2. Design andmplementVLSI circuits andcomponentdor the

developedalgorithms,with emphasisn botharchitectureand
circuit design.

3. Study the trade-off between chip area andVLSI circuit
lateng/throughput and to delop a design curve exhibiting their
trade-offs for benchmark complex number applications.

4. Speciy other data pateomponentdor the complexnumber

digitalignal processor to support high-throughput input/output
operations and ease of programming.

University of California-lrvine; Kai-Yeung Siu; NYI: Analysis
and Design of Artificial Neural Networks(MIP-9357553 A002);
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$31,250; 12 months; (Joint support with the Circuits and Signal
Processing Program - Total Grant $62,500).

Artificial neural retworks present a new model for
massively parallel computation and a promising
paradigm for solving large scale optimizatin
problems. This resedr is exploring the advantages of
neural network-based models peenventional models
for computationand anovel designof neuromorpti
computingarchitecturegor applicationsn signal and
image processing. #heoreticalframeworkis being
established to derivaight tradeoffs between the
number olements and the number of layers in neural
networks. The resultshouldanswersomeof the key
open questions ie analysis of neural networks using
classical mathematical tools such as rationd
approximation techniques and harmonic analysis.

University of South Florida; N. Ranganathan; VLSI
Architectures for Pattern Matching and Recognition
(MIP-9407034 A001); $28,220.

The goal of this research is th@vestigation
design and implementation of high performance VLSI
architectures fomto dimensional pattern matching and
recognition. Although several hardwaralgorithrrs
have been proposed in thhkterature for the
one-dimensional patte(string) matching problem and
its variations, verlittle work has been done in the area
of hardware algorithnfer matching and recognition of
two-dimensionalpatterns. Mosbf the research has
beenaimedat efficient softwarealgorithmsbased on
different featuresand matching strategies. Mary
pattern matding applications need real-time response,
perform number of repiive computations on different
data setanake use of regular and local operations, are
modular, and have dair amount of inheren
paallelism. Thedesignof special purpose hardware
for pattern matching could speed up the task
considerably, making it amenable for real-time
applications.

Spedfically, the main objectivesof this research
are todevelopnew andefficient hardwarealgorithns
and VLSI chips for a classof pattern matchirg
problems such as scematching,approximatestring
matching, polygon matching and tree matching.

Design and develagn application specific system
architecture for pattern matching and recognition
through integration of the abovementionedVLSI
components at board level.

lllinois Institute of Technology; Wai-Yip G Chan; CAREER
Audio-Visual Signal Compression Usinyector Quantization

(MIP-802629);$52,520;36 months; (Joint supportwith the
Circuits and Signal Processing Programeta@l Grant $112,041).

This research involvehé development of efficient, reliable, and
real-time realizable coding algorithmgecishiques for compressing
and tansporting audio-visual signals, targeting particularly the
visual-telephoneapplication. For atotal channebit-rateof 64 kb/s
or less, our goal is to achievepsuior grade-of-service by treating the
compressionf the audio (speech) and video signals as an integrated
problem. Our thrust centeasoundthe useof vectorquantizatio
techniquesnd schemes that jointly optimize the signal analysis and
quantizatiorfunctions. We place particulaemphasi®n finding an
efficient representation of the displacetn@motion") field for motion
compeasatedpredictionof the video signal. To facilitate personal
wireless communideons, we are exploring adaptive coding schemes
that exploit the prioritized transmissionof encodeddata. For
compressingpeectsignals,we areexploringvariable ratecoding
schemes, and are allocatingliietween the speech and video signals
to optimizethe overall grade-of-service Achieving our goal would
give significant impetus to the developmentof the emergeh
InformationSuperhighway, which can form part of an infrastructure
for supporting high performance computing.

Edwcational activities undertaken in conjunction with the above
researchinclude but are not exclusive to: the developmentof
undergraduatedigital signal processinglaboratory courses; the
introduction of graduate courses in the areaf audio-visua
information processing andommunicationsincreasingthe use of
computer-baseahultimedia instruction in the classroom; assisting in
speeding up thdigitization of the library and networking of its
databases.
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Johns Hopkins University; Andreas G Andreou, Fernando
Pineda; Analog Computation and VLSI Architectures for
Contraction Mappings (ECS-9313934 A002); $37,878; 12
months; (Joint support with the Computational Engineering
Program - Total Grant $75,756).

This project willattempt to develop a new class of
recurrent networks. Trachitecture of the networks is
inspiredby recent work oimageencodingbased on
iterated transformationtheory and it's associatd
inverse problems. The Pls purpose to restrict our
invedigation to networks that can be physically
implemened in subthreshold analog VLSI. With their
approachanalog componentsthat implement high
quality arithmetic operations are unnecessary. Indeed,
significant departuresom ideal linear behavior can be
tolerated, provided that these departures are
reproducible across chips. Agancreteapplication
they will considerthat taskof datacompressiorand
decompressionCompressioris accomplishedby the
relaxation of an electranicircuit to a steady state while
compression ipreformedeither off-line or with an
adaptive analog VLSI neal network architecture. For
hardwarecompressiornthey propose to use laarnirg
algorithm that learns both theweight and the
conrectiontopology. Hence,the ability to gate and
switchelectricalcurrent is central to theperationof
these networks. Thmain thrust of this investigation is
to designandcharacterizeéhecircuits thatimplemern
the requiredtransformationsn one dimension. A
successfuloutcome to this investigation has the
potentialfor makingcompressiormnddecompressio
technology available for all low-power applications.

Northeastern University; David R Kaeli; CAREER: Architectural
Support for Object-oriented Code ExecutipiMIP-9501172)
$131,995; 36 months.

This research foaes on the inherent performance
problems associated with object-oriented code
execution. Traces are hgicaptured from a number of
object-oriented programming environments. A
workload characterizationis being performed to
identify the underlying problems presented by this new
programmingmodel. Architecturalchangesare then
proposed tamprove the executionperformanceof
object-orientedcode. This research imvestigatirg
architectural changeo the hardware that will improve
performance across all prognarimg environments. As
more and moreoftwareis developedusing object-
orientedlanguagesthis researctwill have a direct
impact on accelerationthe performanceof future
applications. The educationapart of this project is
concerned with makgimprovements in the Computer
Engineering curriculum, student advising tools,
classroontomputeraids,and undergraduate research

courses.

New Jersey Intute of Technology; Zoi-Heleni Michalopoulovu;
Signal Processing for Marine Mammal Localization and
Deconvolution of Biological Acoustic TransierntgMIP-9505362);
$14,858; 12 months.

Carerns about the effects of human interference in the oceanic
environmentuponthe life and habits of marine mammals have been
rgceaised. In response, researchers haakeninterestin

processing allrelevant information to better understandthis
interferencewith the hope and goal of protecting marine life. In this
context, the developmentof signal processingmethodsfor the
explorationof sounds generated by marine mammals in the ocean is
being pursued. Succesfthis researcwill enable thearackingof

mammals, and the regotistr of the signals they produce, through
remote acoustic sensing.

Localizing marine mammalsin the oceanand identifying the
soundghey generaterequires theestablishmenbf a link between
physics (acoustics) andignal processing. Thenormal modes
approach is beingdopted for modeling the acoustic signal
propagationn the oceanic environment. Models will then be sought
that capture théme andfrequencystructureof biological signals

The @mbination of acousticsand signal analysisis expectedto

facilitataversionof the acousticfield measuredt anarrayin the
ocean fotthe estimation of the location of sound-transmitting marine
mammals and the actual form of the signals they transmit.

Rutgers University New Brunswick; Roy D Yates, Christopher
Rose; Power Control For Packet Radio Networks
(NCR-9506505);$37,000;12 months; (Joint supportwith the
Communications Research Program, the NSFNET Program,
and the New Technologies Program - Total Grant $174,106).

This research looks to extettmd application of power control in
mobile cellular communicationgo multihop CDMA packet radio
neworks. Using soft interference constraints derived from signal to
interference ratio measuremenlistributed power control algorithms
will be studied which adapt tochangesn the radiolink quality,
atively regulatethe networktopology,achievedesiredend-to-enl
throughputobjectives,and integratepower control and multihop
routing.

Oregon State University; Bella BoseBalanced Codes for VLSI
Systems(MIP-9404924 A001); $5,000.

This project dealswith the properties an@pplicationsof
balancedtodes. In a balanced code, each code word contains equal
number of 1's and O's. These cdiites many applicationsin

computer amdmmunicationsystemssuch asnoisereductionin
VLSI gystems,fault maskingin bus linesof VLSI systemsdelay
insasitive communications in asynchronous systems, data
transmission in fiber optics, dagtorage in optical discs and magnetic
tapes, anfhult tolerantsynchronougircuits. Theobjectiveof this
researclis to develop design methods for balanced codes suitable to
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these apptations. Ouraim is to designcodeswhich require low This researdiocuseson oneof the strategicareasof nationa
redundancy but at the sametime have fast and simple concernthat of high performancecomputing. It involves the
encoding/decadg algorithms. Other topics such as error correctindevdopment,construction and testing of new architectures for high-
balancedcodes,asymmetricerror correctingand detectingcodes  speedomputing.The idea is taaombinegeneral-purpose, RISC-
applicable to the abovenentioned applicationswill also be based processingdes,eachwith multiple field-programmable
investigated. logic-array(FPLA)based coprocessseystemsThis kind of systen

has the hardware propertiefsa general-purpossomputerbut the

advantageof performancemore akin to that of a special-purpose

engine.In particular, the 20-nodérmstronglil systemhas been
Brown University; Harvey F Silverman; A Large-Scale, built, is operationaland providesearlytwo-ordersof magnitue
Intelligent Three-Dimersional Microphone-Array Sound-Capture improvementover currentadvancedworkstations.The hardware
System (MIP-9314625 A002, A003, A004); $200,000; 24 system,combinedwith its configurationcompiler,a program that
months; (Joint support with the Systems Prototyping and automaticalf translates & function subroutine to both machine code
Fabrications Program, the Experimental Systems Program, the and to the hardware design of teeanfigurable coprocessors, are the
Circuits and Signal Processing Program, and the Design, Tools basic building blocks for this class of architectures.

and Test Program - Total Grant $674,601). This project izinique in that not only has the hardware/software
system been bilbut it is also being tested on real applications. The
This is a joint poject between Brown and Rutgers training of a modernHiddenMarkov Model (HMM) based speech
to build a largemicrophonearray with associate recognition systemrequireshundredsof hours, everwith recent
processorsfor beam forming. Applications are variantglevelopedat Brown andelsewhereThe reductionof this
direction finding, echo cancellation, and speaker trainingme to ten or saminutesallows progress in this area to be
differentiationin teleconferencesystemsmultimeda made at dasterrate and/orthat expensivenonlinearoptimizatian
eduational systems,and largeconferencecenters. techniques sneow be applied to the problem. Also, this means that
Groups of microphones skamicrophone modules that datafrom a lesscumbersomeensoisystem(the microphonearray
perform A/D conversionand low-level processing. ystems in place and beirdgvelopedat Brown) can be suitabl
The mcrophone modules are linked over a high speed incorporated into a more robust speech recognition system.

serialnetwork (possiblyoptical) to amultiprocessa

signal processingsystem for the higher level

processing The resulting system is being evaluated in

an experimental teleconferencing facility. Texas A & M University; Nitin Vaidya; Bit/Byte Bounded Error
Control Codes for Byte-Organized System@ViP-9423735)
$47,701; 12 months.

Brown University; Harvey F Silverman; Parallel Architectures The principal goabf this project is to design error control codes

for Speech Recognition: Nonlinear Optimization of for "byte-organizedsystemsisinga new erroicontrolmodel. In a

Expectation-Maximization (EM) Training of Hidden Markov byte-organizedystem, the haware is partitioned such that each part

Models (HMMs) in a Reconfigurable Environment produced subset of hits in the output. For example, a memory may

(MIP-9509505);$136,436;12 months; (Joint supportwith the  be organized asne byte per card. In this case, each card produces a

Circuits and Signal Processing Program - ®tal Grant $187,251). byte in thememoryword. For suchsystemsa new errorcontrd
model called the bitfite bounded model is being developed. Briefly,
thismodelcan be describedsingtwo parameters, say t and u. The
codes dsigned using the bit/byte bounded model can tolerate up to t
bit errors confined to must u bytes. Unlike the existing approaches,
the bit/lyte bounded modelan interpolate between the traditional bit
and lbyte error models. Also, the proposednodelcan be used to
reduce the numbef checkbitsby tradinga smallamountof error
control capability.

University of Wisconsin; Parameswaran Ramanathan
Time-ConstrainedCommunicationin Real-Time Systems With
Point-to-Point Interconnection Topology(MIP-9213716 A001);
$5,000.

A major limitetion of real-time distributed computing systems is
thatcommunication latency between tasks on different nodes can be
large. This research @irectedtowardsalleviatingthis limitation
using threemethods. First, algorithmsfor assigningdeadlinesto
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informationtransfersbetweentasks are beindeveloped. Second,
parftions of information transfers into messagesare being
investigated. Third, routing and delivery strategiesare being
developed. The result is a s#tsolutionswhich can be used to
design real- time communications systems.

Workshops and Conferences

University of Washington; Jean-Loup Baer; Travel Support for
ISCA '95, June 22-24,1995, Santa Margherita Ligure, Italy
(MIP-9521566); $15,000; 6 months.

This is an atndance and travel grant for the 22nd
Annual International Symposium on Compute
Architecure on June 22-24, 1995 in Santa Margherita
Ligure, ktaly. It is co-sponsored by the Association for
ComputingMachineryand thelnstitute of Electrical
andElectronicEngineers.The symposium, through a
combinationof invited talks, panelsessionstutorials
workshops and fereed paper presentations, continues
to serve thevarious needs of the computer architecture
researcltcommunity. It is animportantconferencen
the computearchitecturearea. This grant provides
support to help severgraduatestudentsattendthe
symposium.
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Circuits and Signal Processing

Dr. John H. Cozzens, Program Director
(703) 306-1936 jcozzens@nsf.gov

The Program

The Circuits and Signal Procexg (CSP) program supports basic research in the areas of digital signal“processing, analog
signal processing, and supporting hardware and softystesrs. This research is typically driven by important applications

and emerging technologies. Signal processing is a/facfive research area, with topics ranging from theory to Very Large
Scale Integrated (VLSI) circuit implementations and applicatiotisodgih signal processing is typically driven by advances

in technologydiscoveriesn thisfield also serve as a catalyst for new technological innovations. A taxonomy of research
areas, based on signal characteristics, applications, and/or technology, include:

One-Dimensional Digital Signal Processing (1-D DSPhe representation of time-varying signals (e.g., audio,
EKG, etc.) in digital form, and the processing of such signals;

« (adaptive) filtering and equalization
« filter design, theory, and analysis, both linear and nonlinear multirate processing”and wavelets
« time-frequency representations

Statistical Signal and Array Processing (SSAP)the use of statistical techniques for the processing of signals
that may arise from multiple sources;

« cyclostationary signal processing
« higher order statistics

e (statistical) array processing

« nonstationary and time-frequency

Image and Multi-Dimensional Digital Signal Procesisig (IMDSP) - the acquisition, manipulation, and display
of multidimensional data using digital technology;
« image analysis, filtering, restoration, and enhancement image and video coding
e vector quantization

Analog Signal Processing (ASP)the processing of data without conversion to sampled-digital form;

« analog-to-digital conversion
« analog circuits and filters
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Special attention is currently given to research in:

antenna arggprocessing witlapplication to wireless communications systems, especially cellular telephony,
Personal Communications Systems (PCS), and wireless local area networks

computed tomography and SAR

data quality validation

manufacturing applications, e.g., nondestructive test and evaluation
scalable/progressive/multiresoluti@pproaches isignal decompositioncompressionand other signal
processiny

signal compression for reduced data rate with applications to wireless"communications systems

signal processing techniques to support content analysis

Low priority areasncludehigh-levelimageprocessing antigh-levelspeech processing, as these areas are supported
elsewhere in the Foundation; and mature areas such as classical circuit theory and”(classical) spectral estimation.

Particimtion in signal processing research by undergraduate students and“underrepresented faculty sectors is encouraged.

ent wokshop on signal processing for the National Information

! This is research topic was suggestethb panelists of a rec

Infrastructure (NII), sponsorda the CircuitsandSignalProcessind’rogram. Thisvorkshopwasheld at theNationd

Science Fouration in Ballston, VA, on 18-19 August 1994, "to assess the current state of signal processing in the NI, to
idertify important issues and trends of research and development of signal processing theory and applications for the NI,
and to makeecommendations for research and development.” The entire document - NSF"95-10 (new) - is also available
at web location http://www ee gatech.edu/users/215/nii/niireport.html
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Awards

Analog (Mixed Analog/Digital) Signal Processing

University of California-Berkeley; Paul R Gray, Robert G
Meyer; Research in High-Frequency Analog Electronic Circuits 2.
for Communication Systems (MIP-9412940); $136,403; 12
months.

relative motion); and,
a soundlocalization chip that computesthe direction (in
two-dimensions)of a sound sourceusing signals from two
microphones.

The field of electronictelecommunicationias
experiencedxplosivegrowth in the past teryears
both in termsof its commercialimportanceand in
termsof the researclkeffort devotedto it in acadent
ard industrial laboratories. It appears that radio-based
digital communicationswill play a muchlarger role
than migh have been anticipated, complementing data
communications on wire pairs with fiber media which
are coming intoricreased use for data communications
backbones. As in the pasteducing the cost of
electronicsassociatedvith VLSI technologywill be
critical.

This researcks directed at exploring new ways to
use silicon intgrated circuit technology to improve the
performance,educe the power dissipation, and reduce
the cosbf componentfor communicatiorsystems of
various kinds. Thenimary emphasis of this research is
on data communications@ Personal Communications
Systems (PCSsing radio and free-space optical
media. Particularemphasisis placed on circuit
techniqees applicable to implementation of RF, IF and
basebandnixed signal communicationgircuits with
low power andow operatingvoltage.Specifictopics
for investigation are: lifts-to-phase noise performance
in power-optimized monolithic voltage-controlld
oscillators;investigationof new parallel-architectuer
sampling demodulators;  limits-to-distortin
performancén MOS samplingdemodulatorsthe use
of passive-samplin§IR switched capacitor filters for
low-power, high-frequency filtering and CDMA
despreadingpptimization of the sensitivity in fiber
optic communicationreceivers; theapplication of
BiCMOS technologyfor the particular needsf high-
speedcommunicationsand modeling of active and
passive IC components for RF design.

University of Florida; John G Harris; CAREER: Analog VLSI
Sensory ProcessingdMIP-9502307); $107,887; 36 months.

This research dealsith the implementationof
continuous-timeanalogVLSI chapsfor processing of
sensoy signals. Tw specific analog sensors are being
developed:

1. asingle-chipvisual time-to-contactsensor that
reports themountof time until the chipcollides
with an oncomingobstacle(assumingconstanm

Though thesprojects may appear to be unrelated, the proposed
solutions using adaptiveadoy computation in CMOS hardware lead
to mary commonproblemsthat mustbe solved. By providing a
cross-fertilization veen auditory and visual processing, it is hoped
that the nderlying biological computational primitives and neuronal
representationsvill be discovered. The resulting low-power analog
devicesdve obvious applications in such areas as collision warning
sensors for intellignt automobiles and improved, low-power hearing
aids.

The educationaplan at both theindergraduatend graduag

level laa strong interdisciplinary emphasis. Too often students are
taughtto specializein a narrow area and are consequently unable to
relate their wik to an overall system objective. Teaching objectives
are:
1. to stresste interdisciplinary nature of real- world systems; and,
2. to introduce studentsto problem solving techniques for
real-world signal-processing applications.

In exiging classes, the usef laboratories andcompute

expeimentswherestudentan dohands-orexperimentatiomwith
concepteisphasized. New courses at thendergraduatend
giduate levels that give studentsmore exposure to real-world
experimentation in laboratories will be designed.

University of Hawaii Manoa; Gregory T Uehara; CAREER
Research and Education in Integrated Circuit Design for
Communication and Magnetic Storage SystenislIP-9501726);
$63,890; 36 months; (Joint supportwith the Solid State and
Microstructures Program - Total Grant $127,779).

There is anitimate relationship between the algorithms used in
communication and magtic storage systems, the Integrated Circuits
(ICs) which implementthe algorithms,and thesystemperformane
which results. Assystemsincrease incomplexity, trade-offsand
innovations need to be made at all levels of a system design in order
to drivesystem/circuit performance to approach fundamental limits.
This research is purgg teaching and research plans which have the
goal of developing studentsinto engineersprepared tomake
sigrificant and important technical contributions to the development
of high performance communication and magnetic storage systems.

On the side of teaching, the goal isl&velop a curriculum which

encourages students to make cammedietween both the theoretical
and practical aspect§ @ectrical engineering. The curriculum needs
formal methods to bring otlie synergy that exists between these two
aspects of their field. On the sifiresearch, the fundamental themes
are:
1. to examine algorithms and architectures important in
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communications applications;

2. toidentify performanceor speedimitations of
corventionalimplementationf the algorithns
and architecturesfrom an IC implementatio
perspective;

3. todevelop wgs in which modifications may result
in implementation advantages; and

4. to cevelop prototypes of new approaches in order
to demonstrate its potential advantages.

Projects include the developmerfitanalog, digital,
and mixed-signal ICs for wireless satellite and
infra-red, wired LAN, and magnetic disk read channel
applications.

University of lllinois; Bang-Sup Song;Generalized Background
Digital Calibration of ADC's (MIP-9312671 A001); $50,422; 12
months.

This research is part ofantinued effort to extend
a background calibration principle to commam
multi-step/pipelined Analog-to-Digital Convertes
(ADC's). The basic idea is to replace@nponeh
trimming proceduraisuallydonein thefactory by a
hiddenelectronicreal-timecalibrationcircuit running
in background. Unlike other calibrationtechnique
running in theforeground this techniqueis based on
dithering andhonlinearinterpolation. Thegoalis to
improve theperformancef inherentlyfast ADC's by
maintaining shple system architectures that perform a
sophisticatedrimming operationin the background
The genericresearch on lower-powelesignusinga
regycled residueamplifier and capacitivereferene
divider will help develop a family of high-performance
analogdigital interfacecircuits with low power and
premium speedsot readily availablein monolithic
forms.

Harvard University; Woodward Yang; NYI: VLSI Design for
High Performance Signal Processing andComputation
(MIP-9257964 A002, A003); $125,000; 24 months.

Théocusof this research is on thldevelopmenbf innovative
VLSI design methodologies that will facilitate the next generation of
high performancesignal processing angdomputing systems. A
variety of analog, digital, and mixed signal circuitry will be
implementedfor use inhigh performancecomputingapplicatiors
including object recognition, smasensors, adaptive neural networks,
and programmable analog filters.

Oregon State University; John G Kenney; RIA: High
Performance Disk Drive Channe|gMIP-9410172); $90,000.

This research is examirg techniques for reducing the hardware
complexity for Decision Feedback Equalization (DFE) and
Multi-level DecisionFeedbackEqualization(MDFE) in hard disk
drives. Both digital and analog circuit approaches are being
investigated. Thdirst part of this work concernghe testingof a
digital realizationof DFE in an 0.8mm process. The projected
operating speedf this IC is about 100 MhzEnhancement® the
digital circuitry will give improved strategiesfor optimal phase
detection, gain detection and dc offset detection.

The second padf this workconcerngheinvestigationof an
analogmplementation of MDFE. A simple architecture for MDFE,

which includes both thegh and the gain detectors, is being studied
for its robustnesssing actual playback waveforms. From this
investigation, the circuits meled for the transversal filters comprising
MDFE will be obtained. A mixture of switched-capacitoand
current-mode circuit techniques will be examined.

Oregon State University; Richard Schreier;RIA: Fundamentals
of Delta-Sigma Modulation (MIP-9210935A003); $30,000; 12
months.

Delta-sigma modulation forms the foundatifor the highly linear
and manufacturable analtgrdigital and digital-to-analog converters
known as'oversamplechoise-shapingtonverters. These circuits
find applicationin narrow bandsystemssuch asdigital audio
equipment and medicand geophysical instrumentation. At present,
there are nadequatdestsfor stability of thesenonlinearsystems
designers caonly use extensive computer simulations and hope that
the smulations exercise thecircuit adequately. This research is
developing a guk and completely rigorous method which combines
analyticaltechniquesvith numericalalgorithmsto prove the robust
stalllity of a delta-sigmamodulator. The idle-channelnoise of
delta-sigma modulators & second research topic. How to guarantee
aperiodic behavior in deltaggnha modulators is being shown, but this
alone isnot sufficientto guaranteean absencef tones. Listening
experments using data derived from simulations need to be
performedin order tgudgetheeffectivenes®sf thetechnique. The
results of thesmvestigations are being incorporated into a computer
program for the automateddesign of delta-sigmamodulators
Washington State University; Terri S Fiez; NYI: High
Performance Analog Signal Processing for Mixed-Mode
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Integrated Circuits (MIP-9257112 A002); $62,500; 12 months.

Thefocusof this research is théevelopmentbf
high performance analog architectures and circuits for
mixed analg-digital IC's. Emphasis will be placed on
improving the immury of the analog circuits to digital
switching noise and in obtaining high speed and
accuracy analogcircuit performancewith the newly
emerging 3.3 Volt power supply standard
Currernt-modecircuits will be examinedas away of
overcoming theselimitations and this researchill
yield ageneralunderstandingf the advantagesnd
limitations of current-modecircuits as comparedto
voltage-mode circuits. The current-mode circuits will
be used toimplement area efficient, high-orde
sigma-delta A/D converters.

One-Dimensional Digital Signal Processing

Auburn University; Jitendra K Tugnait; Higher Order Statistical
Signal and Image Processing and Analys{#1IP-9312559 A001,
A002); $58,875; 12 months.

This research iconcernedwith development
analysisandevaluation of algorithms for signal/image
processing in addiin to, or in lieu of, the usual second
order statistics. &h time series (only system output is
observed) andystemidentification (both input and
output are observed) formulatioage being considered.
One-dimensionaland multidimensionalsignals and
systems are both beinigvestigated. Whereas the
Second Order Statistics sifjnals are a function of only
the underlying systemtransfer function magnitude
Higher Order Statistics (HOS) of the data carry useful
information about the phaseharacteristicsof the
underlying signal/system. This is crucial in
deconvolution prblems such as those arising in digital
communicatiorchannelequalizationseismic wavelet
processing, andimage restoration, analysis and
synthesis.

Time domain as well as frequgrdomain methods
using higher ordengnulant functions and higher order
cumulant spectra (or higher order integrated cumulant
spectra)respectivelyare being pursuedAmongthe
applications being investigated are:

1. image texture synthesis and classification;

2. differentialtime-delayand doppleestimationin
unknown spatially correlated Gaussian noise;

3. blind deconvolution with unknown, possiby
normminimum phase,channelsincluding image
restoration; and,

4. system identification with noise inputs.

University of Southern California; Jerry M Mendel; Applications
of Fuzzy Systems to Signal Processifigl IP-9419386); $207,254;
36 months.

For many practical problems, thimformation concerningthe
sysemunder study is often represented in two forms: one is a set of
input-output data pairs, attae other is a set of linguistic descriptions
about thesystem(often in the form of IF-THEN fuzzy rules).

Traditionaystem identification methods and classification methods,
even including ta (model-free) neural network approaches, can only
utilize theinput-outputdata pairs. This researehill continueto

develop general methodsombine both input-output data pairs and
linguistic IF-THEN rules into signal processing systems designs.

This research is taking a newedition in handling uncertainty by
using fuzzification in a fuzzlogic sighal processor. The nonsingleton
Fuzzy Logic Systems(FLSs) are being applied to amariety of

importargignal processing problems including fuzzy classification.

The objectives are to:

1. establish ameasureof uncertainty for the output of a
nonsingleton FLS, in accardce with estimation theory practice;

2. develop anonsingletonFLS state estimator for nonlinea
dynamical systems;

3. extendfuzzy logic classifiersto include imprecisetraining
samples and noisy measurements, using nonsingleton FLSs;

4. extend bdgropagation and orthogonal least squares parameter
training procedures to nonsingleton FLSs and classifiers;

5. appy nonsingleton FLSs to the foreting of multiple time series
and to adaptive filtering pblems of noise cancellation and blind
equalization; and,

6. appy nonsingleton fuzzy logic classifiers to modulation
classification.

Colorado State University; Richard A Davis, Peter J Brockwell,
Murray Rosenblatt; Mathematical Sciences: Time Series Models
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and Extreme Value Theory (DMS-9504596); $10,000; 12 1.
months; (Joint support with the Statistics Program - Total Grant
$70,000).

themodelingof multiscaleprocessing in image analysis, image
distance transforms, and signal envelope detection using
morphological systems;

The research iconcernedwith problems of
esimation and researcfor time seriesmodelswhose
theoryis not yet fully understood. The standard linear
Gaussianmodels for time series datanadequatsi
describemanyof thetime series observed in practice.
It is thereforeimportantto developtechniquesfor
edimation and prediction based on more general
models. Efficient eBnhation procedures and prediction
techniquedor non-causabndnon-invertibleARMA
processes are being deyad and a study of the theory
and application of continuous-time linear and
non-linearARMA processes is beingade. Extreme
valuetheoryfor linear andnon-linearmodelsis also
investigated.

Exising methodsof forecastingare based on
assumptions which are frequently not satisfied by
observed economic and scidntiime series data. This
research develops methods of analysis and forecasting
for amore general class of time series models, leading
to a more accuraflerecastingof serieswhich do not
meet the restriate assumptions of the classical theory.

2. thedevelopmenbf analytictools for thesenonlinearsystens
botlin the time/space domain and in a new transform domain -

the slope domain; and

3. the exploration of exciting connections of the above to physics.
The unifying theme is a collection of max-mn

differential/differenceequationsmodelingthe scale otime/spae

dynamics of morpholgical systems, and some novel nonlinear signal

transforms, called slope transforms.

Georgia Institute of Technology; PetrosMaragos; Nonlinear
Systems for Speech Signal Processir{iy1lP-9396301 A002);
$54,696.

This proposafocuseson thedevelopmenbf nonlinearsignal
processigystemsand algorithms that can model or extract
information about twoypes of nonlineaand time-varying phenomena

in speechproduction: modulationsand turbulence.A model is
proposedfor short-time speechresonanceghat combinesboth
amplitude and frequency modulation. Preliminary experimenth
findings are corgtient with this model. Fractal models for describing
the geometricfragmentationof the speechsignalswill be used to
quantly the degreeof speechturbulence.A nonlinearfiltering
algorithmis being used tmeasureghe short-timefractal dimension

of speech signals.

University of Colorado; Delores M Etter; Adaptive IIR Filtering
Using a Stochastic Filter (MIP-9106126 A004); $16,000;12
months.

A stochastic filter cosists of a bank of fixed filters
with a setof correspondingprobabilities. Thdixed
filters from a basis set of filters for the stochastic filter,
and tke probabilities determine the specific realization
representedby the stochastidilter. This research is
investigating the use of a stochastic filter to adaptively
model aninfinite Impulse Response (lIR)system
Guidelines for selectindpé basic set of filters are being
developed in order to representadaptivel IR filter
and tomeetboth accuracyand convergencespeed
constraints.

Georgia Institute of Technology; Petre Maragos; Morphological
Signal Processing: Slop&ransforms,Max-Min Dynamics, and
Differential Morphology; (MIP-9421677); $228,886; 36 months.

Morphological systemsare a broad class of
nonlinear systemsthat can providerigorous and
efficient solutionsto manyapplicationsof imageand
signal processing that can benefit from and most often
require the use of nonlineanalysis. Examples include
multiscale filtering, feature extraction, image
segmentationand othegeometry-basegdroblems in
computer vision. TBiresearch is investigating a range
of theoretical and applied problems including:
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Cornell University; C. Richard Johnson; Blind Adaptive appication of Order Statistic(OS) operationgo the
Fractionally-Spaced Linear Equalizer Behavip(MIP-9509011); data.
$221,636; 36 months.

The central theme of this research is the
devdopmentof a fuller theoreticaldescriptionof the
behaviorof memoryless-error-functiofor Bussganyy
type blindequalizationalgorithms,in particular, the
ConstantModulus Algorithm (CMA), as used in
practice with finite-length, fractional spacing,
higher-order (non-constantmodulus, non-uniformy
distributed) sourceconstellations{deterministicand
stochastickorrelatedsourcetime series, ananodes
channelnoise. Theinitial target is the behavior of
fractionally-spaced CMA with a correlated (or
periodic) sourcewhich appears capablef causirmg
misbehavior in practice.ln addition to averagimg
theorytools popular inadaptivesystems analysis, it is
plannedto use analytical tools from topologically
based,algebraic-geometryin particular Bernsteirs
theorem relaxationmethods,and Morsetheory) non
typicaly associatedavith the studyof adaptivefilters.
The ultimateintentis to convertan expandedheoy
into situaion dependent design guidelines for stepsize,
length, fractional spacingjnitialization selection,and
failure recovey tricks for the use of CMA as a start-up
schane (with a subsequent switch to
decision-direction) for high data throughpt
applications. Analytical advance®n CMA are being
translated tdractionally-spacedealizationsof othe
blind equalizeralgorithmsof the memorylesserror
function class(including refinementsto CMA), for
which actual operating datarc be obtained industrially
asfor CMA. Behavioral insights into CMA are being
used to help providdair comparisonson actual
operating data to competing schemes such as
symbol-spaceddecision feedback equalizers and
similar complexityalgorithmsbased orsecond-orde
correlation statisticsof single-input, multiple-outpu
models of fractionally-spaced equalization.

Carnegie-Mellon University; Virginia L Stonick; PYI: Practical
Approaches to Optimal Adaptive Filtering of Real Time
Non-Linear Systems(MIP- 9157221 A007); $62,500; 13 months.

This research addresses theofiggimerical optimizatian
methods talevelop real-time adaptive filters for estimating
identifying, or predicting time-varying and potentially nonlinea
processes. The first phase of thiskwis devoted to the development,
analsis, and simulation of an optimal adaptive infinite-impulse
response (lIAlyering algorithm for telecommunicationsising
honotopy continuationmethodso performthe necessaryonlinea
optimization. This researclvill increase ouunderstandingf Il A
filter structures in time-vging environments, and will ultimately lead
to their more widespread use.

William Marsh Rice University; Richard G Baraniuk; NYI:
Signal Analysis and Processing in Matched Coordinate Systems
(MIP-9457438 A001); $62,500; 12 months.

This reserch aims to extend current methods of time-frequency
andtime-scaleanalysisby developinga generaltheory for signal
analysisand processing ialternativecoordinatesystems. Specific
tools under investigation include optimal, signal- dependen

time-scalepresentations, information measures for time-frequency
andtime-scaleanalysisand operator-basedeneralizecdtoordinae
systems. Testsignalsare being drawifrom problems inmachire
health monitoring, magneticsenance imaging, and dispersive signal
processing.

University of Utah; Scott C Douglas; CAREER: Advanced
Architectures for Multichannel Active Noise Controj
(MIP-9501680); $121,465; 36 months.

Active noisecontrolis the suppressioof unwantednoisevia
destructiventerference using a digital signal processing system with
sensors andctuators. The goalsof this research are tachiewe
significant performance gains and computational complexiy

Ohio State University; Peter Clarkson; Robust Parameter reductionsin active noisecontrol technologythroughfundamenth

Estimation in the Detection of Cardiac Arrhythmias research in multichannel algorithm design and analysis to enable the

(MIP-9220769 A001); $75,583; 12 months. wider useof this technologyin industrial and consumemarkets
These efforts include:

This research igoncernedwith improving the 1. thedevelopmenbf computationally-efficientgradient-based
efficiency and robustnessf parameterestimatio adaptive controllers employing simplified updating strategies;
schemes empjed by implantble and portable devices 2. the gplicationof least-squares araithogonalizatiormethod
for cardioversioranddefibrillation. The goal of the for robust and statistically-efficient filter adaptation;
research is to replace thd-hocestimationschems 3. thedesignof multichannelsubbandmplementation®f active
used in present gergion devices by robust estimators noise controllers usinglaptive infinite impulse-response filters;
that produceptimal minimum varianceestimatedor and
a wide range of unknowmrer distributions, and which 4. analysisanddevelopmenbf multichannel system identification

maintain clee-to-optimal performance in the presence
of parameter fluctuations. Theskjectives are pursued
through estimation schemesthat are based on the

methods that require a minimum of pessing capability and that
provide robust performance in time-varying situations.
The research effort includes fmtnssimulation and hardware
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development teerify the underlyingprinciples,performancesand
constraints of real-world active noise control systems.

To be mostiseful, an engineeringeducationmust forge a
relationshipbetween the capabilities of various technologies and the
needs of the communiat-large. The goal of this effort is to bring the
industrial, societal, and academic comitias closer together through
individual and group interaction. Activities to foster this interaction
include:

1. promotingjoint university/industrytechnicalprojectsthrouch
partidpation in the University of Utah EngineeringClinic
Program;

2. incorporating research activitiesanotive noise control within the
undergradua and graduate curriculum through individual class
projects;

3. developing an integrated electrical engineering curriculum
through departmental committee work; and

4. reaching out to the carunity through Engineering Career Days
and the advising of prospective transfer students.

The educational effort involves the igsof new course projects,
committee work at the Departmdatel, andextensiveinteraction
with studers, other educators, and members of the local community.

Image and Multidimensional Digital Signal Processing

California Institute of Technology; Michelle Effros; CAREER
Code Clustering for Universal
Implications; (MIP-9501977); $38,121; 36 months; (Joint
support with the Systems Prototyping and Fabrications
Program, Microelectronic Systems Architecture Program,
Design, Tools and Test Program - Total Grant $134,628).

This project seeks todevelop reasonable
complexity, source-independentoding algorithms
which are crucial to thdesignof robustsystemsfor
image coding and mobile communicationsin these
applicationghestatisticsof the source and channel in
operation are typically unknown a priori, and the
performance of the coding strategy employed is
sensitive to those unknown characteristics.

The two-stageapproactdevelopedn the source
coding literature is employed. The literature
demonstratethatin generaloneshouldquantizethe
spaceof possiblecodes.Someof the rateshouldbe
spent ordescribingwhich code,in afamily of codes,
should be used on the source aperation.Specifc
projectsincludethe developmenbf a universalDCT
code compatiblewith JPEG and MPEGmage and
video standardsa universalKLT code,a universa
wavelet packet code, and a universal channel code.

The main objectivesof the educatiorplan are to
develop and maintaimaexciting atmosphere for active
learning for undergraduateand graduate studens
through innovative programs that encouragethe
maximum possible exchga between students, faculty,
and individuals from local industry.

Image Coding and Other

Stanford University; Robert M Gray, Richard A Olshen;
Tree-structured Image Compression and Classification
(MIP-9311190 A003); $80,054; 12 months.

Tree-dructuredvector quantizationis an approach tanage
compressionthat applies ideas from statistical clustering algorithms
and tree-structured classification aagnession algorithms to produce
compressiortodeghattradeoff bit rate and averag#istortionin a
near optimal fashion. This research igxaminingthe explicit
combination of these two forms of siypaocessing, compression and

classification, into single tree-stawed algorithms that permit a trade
off betweentraditional distortionmeasuressuch as squared error,
with measure®f classificationaccuracysuch aBayesrisk. The
intent is to produce codes withplicit classification information, that
is, for which the stored orcommunicatedcompressedmage
incorporates classification information without further signal
procesig. Such systems can provide direct low level classification
or provide arefficient front end to moresophisticatedull-frame
recognition algorithms. Veat quanitization algorithms for relatively
large block sizes are also beindeveloped emphasizig
multiresolutioncompressioralgorithms. In order toimprove the
promising performanceound in preliminary studiesor combinel
compression and classification, itMik necessary to use larger block
sizes orgquivalentlymorecontext. Multiresolutionor hierarchi&
quantizers provide a simple aeffective meansof accomplishiig
this. Other related issues are be@glored,including improved
prediction methodsfor predictive vector quantizationand image
sequence coding.

University of California-Berkeley; Martin Vetterli; Adaptive
Signal Decompositions with Applications in Compression
(MIP-9321302 A001, A002); $134,992; 12 months.
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Thisresearch explores adaptive methods for high
performance, lossy signal compression, and in
patticular, focuses on a variety of methods that rely on
signal expansions. Among these are:

1. Signal adaptive expansions that include
quantization and entropy coding. These are
generalization®f transformor subband/wavete
and wavelet packet schemes. In particular,
adaptivewaveletpackets are beingtudied,both
from the wint of a view of constructing bases and
that of finding good andficient algorithms to find
the best bases.

2. Overcompletexgansions or frames. The focus is
on quantizationperformanceand computationh
complexity.

3. The classof compressionalgorithms that use
successiveapproximation. A rate-distortio
verdgon of matchingpursuit is beingleveloped
genealizationsof hierarchicaimethodshased on
wavelets and wavelet packets are being
investigated.

4. Adaptive schemesfor compression,including
adaptive transforms and quantization. Goak
include a lossy equivalentof arithmetic coding
and a lossy dictionary based predictive
compressionscheme that resembles a logs
Lempel-Ziv algorithm.

University of Southern California; Antonio Ortega; CAREER
Adaptive Compression Techniques for Digital
Communications (MIP-9502227); $135,000; 36 months.

The areaf digital imageandvideocompression
and communications has seenvgrg activity in recent
years. Activity has occurred in standardization efforts
such as JPEG and MPEG, anihirreasing the number
of current or proposedpplicationsfrom Cable or
Satllite TV to video conferencing and future
multimedia sendges. This trend will continue to create
anincentivefor newcompressiortechniqueghatare
more efficient as well dsetter adapted to the particular
transmissiorenvironments. The main thrustof this
research is to providedaptive compression techniques
for video communications.

Adaptive techimues are those where encoders are
capableof matchingtheir encodingprocedure to the
local characteristicsof the source or thehannel
Rate-distortionoptimal solutions and fast heuristt
approximationsare beingobtainedfor someof the
problems of interest in video communications, such as
bit allocationand rate control. A novel scalar adaptive
quantizergclose in spirit to arithmetic coding, is being
investigated.This new technique, combined with such
popular quantization techniquesas trellis coded
quantzation,will be used in reancodingsituations
Convergencand asymptotic properties of this scheme
are als being studied. For variable channel situations

wheretransmissiorresources are shared, as in ATM
networkdor instancerateconstraintdor eachvideo
connection are being designed to enable goad
individual video quality as well as efficient overall
network utilization.

This research is being carr@d in the Digital Video
CommunicationgesearcHaboratorythatis currently being set up
within the Signal and Image Pigiag Institute. The main education
goal is to providéeachingin the areaof signal,imageandvideo
processing. Adigital video communicationscourse,designedto
cover materialthat is specific to video compressiorincluding the

relevant communications aspedtsy amovide hands-on experience
for the students is being introduced.

Georgia Institute of Technology; Ronald W Schafer, S. J.
McGrath, Mark A. Clements, James H. McClellan, Thomas P.
Barnwell; Infrastructure and ResearchProgram for Signal

Processing in Multimedia Systems(MIP-9205853 A005);

$168,782.

The objective of thisrpposal is to establish an infrastructure for
signal processing imultimedia systems. Equipmentwill be
acquired, installed, and integrated into an existing research

enrgnment consisting of networked UNIX workstations and
minicomputers. This equipmentwill provide thecapabilitiesto
acquiremultimediasignals,including image,video, speechaudiq
text, andfax; store and access thesignalson high-speedhigh-
capady disk storagesubsystemgprocesghemusingcustomhigh-
speedyeal-time,DSP microcomputer-baseprocessorshostedby

Video UNIX workstations; communicate a variety of these signals between

workstations over a high-speedfiber network; and output the
processedignalsat theirintendeddestinations. Special-purpose
systems an HDTVworkstation, and a custom DSP multiprocessor
- will be integratedinto the infrastructureto allow for real-time
processing ofigh-resolution video sequences and images. The goal
of this infrastructures to build anenvironmentin which the DSP
algorithmswhich will play a major role in the growth of multimedia
technabgy, may be developed in such a fashion as to lead directly to
real-timeimplementations of those algorithms. The companion part
to thisinfrastructureis a programof research, based on this
enviromment, beingconductedn areaswith immediateand urgent
applicationto the problem$acing multimediainformationsystems
This includes real-time video encoding, concentratingon the
problems of inter- and intra-fraamedundancy elimination. Advances
in this area willead to affordable applications in a host of areas such
as video mail, video mgssg real-time video communications, and
interactive learning and presentations.

lllinois Institute of Technology; Wai-Yip G Chan; CAREER
Audio-Visual Signal Compression Usinyector Quantization
(MIP-9502629);$59,521;36 months; (Joint supportwith the
Micr oelectronic Systems Architecture Program - Total Grant
$112,041).

This research involvehé development of efficient, reliable, and
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real-time realizable coding algorithms d@adhniques for compressing University of lllinois; Michael T Orchard; NYI: Optimal Motion

and tansportingaudio-visual signals, targeting particularly the

Compensationfor Video Compression (MIP-9357823 A002),

visual-telephon@pplication. For atotal channebit-rateof 64 kb/s  $62,500; 12 months.

or less, our goal is to achievgosuior grade-of-service by treating the

compressiomf the audio (speech) and video signals as an integrated Efficient compression of viegb sequences should exploit the high

problem. Our thrust centeasoundthe useof vectorquantizatio

interfrane redundancydue to thesmoothnes®f motion fields in

techniaies, and schemes that jointly optimize the signal analysis agygical scenes. Currentdeocodingalgorithms use very simplistic

quantizatiorfunctions. We place particulaemphasi®n finding an
efficient representation of the displace&tn€motion") field for motion
compeasatedpredictionof the video signal. To facilitate personal
wirelesscommunicationsadaptivecodingschemeshatexploit the
prioritized transmissiorof encodeddata are beingxplored. For

compressing speedignals,variable ratecodingschemesrebeing

motion models, limiting the degree tavhich motion- induced
redundancycan beexploitedin video coding. This research is
invstigating improved methodsfor estimatingmotion in video
sequences, ambmpensatindor that motion to achieveincreased
coding efficiency. Methodsare beingconsideredwhich estimae
motion at the encoder, requiring tr@esion of motion overhead, and

explored, and bits are being allocated between the speech and vithesewhich estimatemotiondirectly at thedecoder. Thegoalis to
signals ¢ optimize the overall grade-of-service. Achieving this goadrovide aunified frameworkfor thesetwo approaches tonotion

will provide the impetusto the developmentof the emergeh
Information Superhighway, forming part of an infrastructue
supporting high performance computing.
Educationalactivities undertakerin conjunction
with the above researahcludebut arenot exclusive
to: thedevelopmenbf undergraduateligital signal
processinglaboratory courses; theintroduction of
graduate courses in the asdaudio-visual information
processingagnd communications; increasing the use of
computer-based multimedia instruction in the
classroom; and assisting the digitization of the library
and networking of its databases.

University of lllinois; Yoram Bresler; PYI: Statistical Techniques
in Inverse Problems(MIP-9157377 A003); $62,500; 12 months.

This researcHalls into four broad areasmage
reconstruction, reconstruction of time-varyirg
distributions, sensor ay processing, and visualization
of multiparameterdata. In the areaof image
processing, the principalbjectiveis to developthe
theory and associateccomputationalalgorithms for
superresolutioimagereconstruction from partial and
noisy data using statistical mel$. For the second area,
the goal is to develop optimum signal acquisitian
schemessubject tgphysicalor economicconstraints
and theassociate@fficient reconstruction algorithms,
for imaging spatial data that is time varying during the
acquistion process. In the areaof sensor area
processing, several issues are being addressed
including the design of computationally efficient
algarithms for the (sub)optimakolutions of modd
fitting problems, wideband source location, and
imaging with sensor aiya. Finally, in the last area, the
goal is to address theffective fusion, display, and
visualization of multi-parameter spatially-related data,
suchas is acquired in multispectral, or multi-modality
remote sensing and diagnostic imaging.

estimationand to develop hybrid algorithms taking advantage of the
best features of both approaches.

University of Notre Dame; Ken D Sauer; Model Based
Tomography: A Comprehensive Approach to Iterativienage
Reconstruction (MIP-9300560 A001); $70,201; 12 months.

Low dosagetransmissiormedicalimaging, emissionmedicad
imaging,andnondestructiveéestingof materialsareall examples of
tomographic reonstruction problems which can benefit greatly from
improved reconstructiontechniques. This researchintroducesa
straegy for the development of computationally efficient
reconstructionalgorithmswhich directly searchfor the statisticaly
optimal fit to measureddata. This approachexploits the wide
availability of digital computation and@tage to substantially improve
reconstructionin demandingapplications. The research has three
essential components:

1. ageneralmeasuremensystemmodelwhich characterizeshe
physical measuremerdpparatugor both thetransmissiorand
emission problems, and can dsdendedo include nonlinea
effects such as scattering;

2. a new clas®f computationallytractableimage cross section
modelswhich preserveimage detail while suppressing noise
artifacts;

3. afast numerical algorithrméwn as Gauss-Seidel, which serves
as a basigor efficient and accuratenultiscalereconstructia
methods.

Algorithmic techniques are being evaluated using data collected

ém the Nondestructive Evaluation Section at the Lawrene

Livermore National Laboratories.

Johns Hopkins University; Jerry L Prince; PFF:
Three-Dimensional Image ProcessingMIP-9350336 A001);
$100,000; 12 months.

This program &s two major components: research and teaching
in image processing, both having a focus on three-dimensional data.
The research component is divided into two major thrusts.

1. The developmerof new methods for estimating motion in three
dimensionsfrom three-dimensionatlata sets. Thérst aim
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involves optimizing data acquisition methodsgiven a prior
stochastiaescriptionof the motion andassuminghe useof a
certain optical flow metbd. The second aim explores the theory
of three-dimensional vector tomography and its implementation
using a magnetic resonance scanner.
2. Theestimationof shapefrom three-dimensionh
data sets. This topicuseson active surfa@
methods: th definition of new active surfaces, the
algorithmsand theirconvergenceroperties, and
the useof activesurfacemethodsfor 3-D image
registration.
The teaching component of tigjigant has two main
objectives:
1. to developa state-of-the-artsignal and image
processing laboratory, and
2. todevelopnew courses anixtbookson image
reconsruction. Theoverallgoalis to provide a
comprehensi educational program at the cutting
edge of signal and image processing

Massachusettsinstitute of Technology; Gregory W Wornell;
CAREER: Theory and Application of Dispersive Multirate
Filterbacks and WaveletdMIP-9502885); $135,000; 36 months.

While tradition& signal representations developed
out of multirate systemandwavelettheoryhave been
largely aimedat addressingignalanalysisproblems,
the researclikomponenbf this project isdevelopiry
fundamentallynew forms of these representations that
are well suited to signal synthesisproblems. In
particular, non-localized, strongly-dispersive,and
pseudorandonmultirate signal expansionsre being
exploredfor a variety of applicationsranging from
multi-user wirelesscommunicationsto broadband
remote sensing.Wireless modemsbased on these
techniques are beingvaluatedin a real-time DSP-
based wireless communications laboratory testbed.

The educational component of the project
encompassesurriculum developmentat both the
undergraduatandgraduatdevels,and thementorirg
of a diverse groupf graduatestudentsThis includes
participation in the developmentof a new unified
undergraduate introduction to the fields of
communications, control and signal processing from a
common foundation of basic signals, systems,and
probability. Another focus is on re-engineeringhe
graduate subject ordetection, estimation, and
stochastic processeemphasizing new perspectives on
random and deterministic signals, and on signal
processing algorithms.
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Michigan Technological University; Timothy J Schulz; The techniques being adopted aperfrmulti-dimensional system
CAREER: Image Recovery from Multiple Intensity Measurementstheory. Thebiorthogonalproblems are approacheg formulating
with Applications to Electron Microscopy and Astronomy themasmatrix extensioror matrix completion problems in the ring
(MIP-9501163, A001); $137,795; 36 months. of multidimensional polynomials or stable proper rational functions;

The researchomponentf this program has two
major thrusts:

1. an investigation of the mathematical and
computationabspect®f the multiframe,bilinear
image-recovery problem; and,

2. the avelopmentindapplicationof solutionsfor
problems in the areasof high-resolutio
transmission electromicroscopy, and ground-and
spaced-based astronomy.

Theoretical advances in thisggram are providing

a unified approactotmany imaging problems in which

intensity data areecordedjncluding thosefor which

satisfactory solutions have not been previousl
discovered. Collatrations with materials scientists on
problems such as the dyuof atomic scale processes in
solid batteries arproviding exciting applicationsfor
which new methodsdevelopedin this program are
being used to enhance the resolving and
information-gatheng powers of electron microscopes.
Throughtheteachingcomponentaneducationh
program is being established with emphasis on:

1. the developmérf a multi-disciplinary laboratory
where facul and studets from many departments
jointly explore problems imemotesensingand
imaging;

2. thedevelopmentf multi-disciplinary courses in
remotesensingimaging including studentsrom
mary departmentandtailorededucationatjoak
for each student-- ranging from theoretich
foundations to specific applications; and

3. the useof a strongresearch-teachingxchang
utilizing cutting-edge technology in the classroom
and laboratoryas atool to excite, motivate,and
retain enthusiasm in the students.

and the paraunitary problems as problemsf describing, or
equivalent, synthesizing mdldimensional lossless systems. Similar
strategies are used in theausaformulationaswell as indealirg

with special classes of solutions such as the linear phase solutions.

Stevens Institute of Technology; Alan L Stewart, Roger S
Pinkham; Self-Adjoint Operators and Models of Space-Variant
Visual Acuity; (M IP-9405081 A001, A002); $84,374; 12 months.

Currenttheoriesof visual processing ar¢heories of local
responses. Space-variacuity concentrate®n propertief the
localreceptive fields. Underlying this is the rationale that the visual
system is approximately homogeneous within any small
neighborhood. The responsef the entirevisual field is pieced
together from models of local responses.

The thgaof integraloperators allows the experimental study of
humanacuity to be united with computationalmodel in visual
processing. Their use in thi®ntextleads to simpler and more
intuitive proofsof key theorems which relate threshold assessment to
eigenvalue problems. At the sanime, everydayexperimenth
concepts, such dhresholdsensitivity,take on nevwelegancevhen
placed within the theory of integral operators.

Brown University; Stuart A Geman, Donald E McClure, Basilis

Gidas, UIf Grenander;, Mathematical and Computationd

Problems in Object RecognitiqfDMS-9217655 A002); $20,000;
12 months; (Joint support with the Robotics and Machine
Intelligence Program, the Computational Mathematics Program,
and the Statistics and Probability Program - Total Grant

$170,000).

The research program focuseswathematical aspects of object
recogntion. There argwo classeof problems. Thdirst is the
recognition of rigid objects positied in a scene at arbitrary rotations,

Stevens Institute of Technology; Sankar Basuylulti-dimensional
Nonseparake Subband Coding(MIP-9322592 A001); $44,132;
12 months.

locations, and scale A large repertoire of shapes is assumed known
in advance, and the problem is to thevigiecomputationally efficient
algorittms for recognizing which, if any, of these objects are present

This research iproviding a parameterizatiomf
the entire family of multidimensional perfect
recorstruction subbandcoding filter banks. The
rationale for doing this lies in the practical application
of efficient codingandcompressiorof image(video
typesignals. The parametric description of the family
of multidimensionafilter banks sabtainedis being
used todesign perfect reconstructionfilter banks
having dsirable frequency separation properties. The
entire famiy of nonseparable multidimensional smooth
waveletsresultingfrom iterationsof these filter banks
is also being completely parameterized in this way.

in a given scene. Sequiethand adaptive strategies will be explored,
in which a sequencef image-basedbservationss made with the
choiceof an observationdependingupon the resultef previous
obsertians. There are closeonnectionsto coding theory, the
sequentiabesignof experimentsmulti-armedbandit problems, the
game of "twent questions," ah, of course, previous work in machine
vision. The second class of problems is the recognition of nonrigid,
or deformabjebjects. Examples include handwritten numerals and
various biological shapes, such askeadvands, organelles, etc. Here
the issueof shapemodelingappears to beentral. An approach
through deformable tengies is proposed. Templates are prototypes
which capture globatharacteristicswhereasdeformationsare
rardomtransformations, satisfying certain regularity constraints that

Circuits and Signal Processing Program

45



act upon templates to prack the possible presentations of an objecGeorge Mason University; David F Walnut; Mathematical

The proposed shapaodelssuggestertainrecognitionalgorithns

which will be explored in a variety of application areas.

Texas Technological University; Frits H Ruymgaart; Inverse
Estimation Problems (DMS-9504485); $40,000; 36 months;
(Joint support with the Statistics Program - Total Grant

$105,000).

Inverse estimation is concexd with indirect curve
estimaion, where the curveof interestis to be
recoveredfrom observationsthat are subject to a
random blurof a transformatiorof the curve. Inverse
estimation arises when the etj of interest can only be
indiredly observed, and recovery of information about

the object is required from the indirect measurements.

Indirect measuremetgchniques, such as those used in
medical imagery, are attractive becausethey are
noninvasive. Perfect reconsttion of the image would,
in principle, be possiblaf an unlimited number of
uncorruptedneasurementaereavailable. However
one canonly obtain finitely many data that are,
moreover, corrupted by measurement errors.
Theestimation problem can essentially be solved
by inverting the transformationinvolved. Since this
inverse isnot in generalcontinuousthe problem is
typically ill-posed andegularizationof the inverse is
required. This research addresdes importart
questions: how resttions due to limitations in time or
spaceof the transformatiorrelate to theunrestrictel
transformationand,how recoveryof irregular curves
canbe modified to avoid the Gibbs phenomenon.

Sciences: New Results iBamplingand Wavelet Applications in
Tomography (DMS-9500909); $10,000; 36 months; (Joint
support with the Applied Mathematics Program - Total Grant
$47,919).

This research has two parts. The first is applying new results in
samplingtheoryto obtainhigh-resolutiormeasurementsf a signal
from severallow-resolutionmeasurementsf the samesignal. A
matematical model of this problem (called multisenso
decawvolution) is uniquely solvablebut ill-posed, and difficult to
solve numericall The investjator has found Shannon-type sampling
formulas on unions oégular lattices with incommensurate densities,
which provide simplgolutionsto themultichanneldeconvolutio

probin in special cases. These are being pursued. Several
tomographic applications are being examined.

Thesecondpartof this program isleveloping'local" wavelet
basedalgorithmsto recover edgéeaturesof animagefrom local
Radon transform data. The following goals envisioned:

1. tofind was to recoer locally density as well as edge features of
animage,and todevelopalgorithmscompetitivewith existing

local tomography algorithms; and,

2. tadentify thewavefrontsetof animage using wavelets, and to
apply these techniques to the attenuated Radon transform.

University of Washington; Eve A Riskin; NYI: Vector
Quantization Codebook Processing and Organizatign
(MIP-9257587 A003); $62,500; 12 months.

New ways to use Vector Quantization Q) other than strictly for
datacompressiorare beingnvestigated and applied to applications
such asmage processing, halftoning, progressive transmission, and
immunity against communication channel noise. In mary
applications,both VQ andmanyimage processingoperationsare
applied tosmallsubblocksof an image. The image processing step
can be applied ahead of time to each vector in a VQ codebook, with
the processed vectors storatbng with the codebook. If the
computational completsi of the VQ encoder is lower than that of the
image processing step, this reducescbraputationatomplexity.

This approach is being applied halftoning, edgedetection,and
histogramequalization. In a progressivéransmissiorsystem,the
received image is reconstructeslan increasingly better reproduction
of the transmied image as bits arrive. Ways to organize and order a
VQ codebook so that it can be usedor direct progressive
transmissin of full search VQ are being studied. In an ordered VQ,
the VQ codewordindexis correlatedwith the codewordocationin

the input space. Thisrdinal mapping feature of clusterirg
codewordswith similar indexesto obtainadditionalreproductio
vectors forhe decoder is being exploited. Extentions to progressive
transmissionof ordered VQindexesover noisy communicatio
channels are included.

University of Wisconsin; Truong Nguyen; CAREER: Theory and
Design ofFilter Banks and Wavelets with Applications in Signal
Conversion, Adaptation, Detection and Classificatjon
(MIP-9501589); $120,219; 36 months.
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High performance filter banks with high
attenuationare neededn many applicationssuch as
audio compression algorithms, high-bandwih
high-resolution A/D converters, wideband signal
detectionsystems and adaptive filtering algorithms.

The design of these filter banks are very difficult because of the

nonlinearlationsbetweenthe parameters and tlobjective
function. This project ifocusedon thetheory, structure,and
desigmmethoddfor Perfect-ReconstructiofiPR)/Near-Perfect-
Reconstruction(NPR) filter banks, and theiapplicationsin
signal conversiorgetection and adaptation. New structures and
designmethodsare beinginvestigatedthat will open up new
classes of filter banks. They include biorthogona
cosne-modulatedilter banks,infinite-impulse-response (IIR)
coshe-modulatedfilter banks, andhonuniform filter banks.
Thesefilter banks are used in severgbplicationssuch as
high-performanceA/D convertersnondestructiveevaluation
echocancellation, and adaptive noise cancellation systems. An
undergraduate textbookhiging written on the theory and design
methals of filter bank wavelets. An internet site for the storage
of designprograms andoefficientsof filter banks is being
desgned. A new course onime- frequencyand time-scag
analysis is under development.

Statistical Signal and Array Processing

Stanford University; lain M Johnstone, David L Donoho;
Adaptive Estimation: New Tools, New Settind®MS-9505151);
$70000; 12 months; (Joint supportwith the Computational
Mathematics Program and the Statistics Program - Total Grant
$190,000).

This research idevelopingstatisticaltheoryand
computationaltools in the generalareaof adaptive
methods for represengy and analyzing signals, images
ard other objects, and is showing how to tune them so
they are noise-cognizanand stablelUnderlying the
approach are:

1. theidea of oracles, vati know perfectly well how
to ideally adapt representations;

2. theidea thathe goal of adaptation in the presence
of noisydatais to quantify how closely realizable
procedures (which do not have privileged
information about thebject) can mimic an oracle;
and,

3. the dsign of procedurescoming as close as
possible to the oracle.

The research is alsdeveloping methodsfor
compaing different adaptation schemes by comparing
oraclesof differentkinds, for example time-frequency
oraclesand time-scale oracles. This is an outgrowth of
our earlier results owavelets,where this approach
was used tshow that waveletshave aproperty of
being nearly-ideallyspatially adaptive.In additiona
conputational environmentis being developedfor
implementing and systematically testing such
approaches.

As afurther outgrowthof the proposers' earlier
work on wavelets,the projectstudiesa number of
improvements and gnsions of wavelet shrinkage, for
examplein thedirectionsof classificationconfidene

bands,correlateddata andselectionof orthogona
bases. These efforts yraave twaospin-offs. First, some

of the resultgnay be stimulatingand/orusefulto the
community of "inventorsof adaptiveprocedures'in
signal, image, speech, and time/frequency, and related
communities. Second, the theoretical work may
stimulatestatisticiando take morenterestin making
further contributions in such directions.

University of California-Davis; William A Gardner;
Programmable Blind Adaptive Multivariate Filtering
(MIP-9412732); $185,650; 36 months.

In wirelesscommunicationsincluding cellularcommunicatio
systemsspread spectrumverlay systemsandsignalsintelligene
applications, the degradation caugeabhlly time-varying multipath
and urknown cochanneiinterferencecan bereducedby adaptive
spatiafiltering usingantennaarrays. This research is pursuing a
flexible framework for adapting a spfitiet without using a training
signal,array calibration data, or knowledge of spatial characteristics
of the desired oiinterfering signals. It is derived from two
conceptuallydifferent perspectivescanonicalcorrelationanalyss
from mrultivariate statistics, and the conditional maximum likelihood
problem for a data-derivedtraining signal obtained from a
user-programmabldransformation of the received data. The
transformation can be programmedite ugr to sort and separate the
recéved signalson the basi®f thediffering degrees tavhich they
exhibit one or moreuser-selectedstatistical properties. The
performance of tirew method is being investigated analytically and
b computer simulations to quantify its capabilities of signal
saption, multipath mitigation, and interference rejection
Preliminaryresultssuggesthatthe newmethodcanconvergevely
quickly toyield signal estimatahat are comparable to those obtained
by the Mean Squared Error (MSE) method that uses known training
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signals. Moregenerally the objectiveof thisresearch is to develop
and evaluatea new andyeneralapproach tgrogrammableblind
adaptivemultivariatefiltering that has broachpplicationto sensor
array processing in addition to wireless communications.

University of Florida; Jian Li; NYI: SAR Image Formation and
Processing Techniques for Environmental Monitoring
(MIP-9457388 A001); $26,000; 12 months.

This researchshows the advantagesof using
Synthetic Aperture Rad4BAR) to detect, analyze, and
quantify environmental changes. There are three foci.
1. Improve SAR image formationtlia phased array
airborne or spaceborne radakfficient SAR
imageformationtechniquesare beinglevelope
by appropriately designing the transmittel
waveforms of the phasedarray radar. The
trade-offs between nonparametric and parametric
techniques are being studied.

Research on the SARage understanding@nd
ground truth evaluation. Statistical clusterirg
algorithms ad various feature extraction schemes
that adequately incorporate electromagneti
phenomena are being developed and evaluated.
Research on thedetection, analysis, and
guantification of environmentathangeshrough
repeated SAR imaging of tidal regions including
the environmentally fragile Florida wetlands
Charge detection techniques are being developed
to quantify and documentsubtle environmenth
changes from these images.

Purdue University; Michael D Zoltowski; Closed-Form Angle
Estimation with Circular Arrays/Apertures for Mobile/Cellular
Communications and Surveillance RadafMIP-9320890 A001);
$24,223.

The digital communicationsndustryis currenty
investing enormous resaas towards the development
and experimentalverification of prototype antenta
arrays to be deployed on mobile communicatio
vehicles,including the commercialautomobileof the
future, as ameansof discriminatingamongstsignak
co-located in frequencybased on their respective
spatial locationsGiven the small aperture on a mobile
communicationsunit, the Uniform Circular Array
(UCA) geomety is ideal dueo its rotational invariance
with respect tazimuth. This research is based on a
recent development afsimple, closed form algorithm,
UCA-ESPRIT for use in conjunction with a UCA that
provides automatically paired sourceazimuth and
elevationangleestimates.To date,thealgorithms for
2D arrival-angleestimationhave required expensive
spectral  searches, iterative  solutions to
multidimensionaloptimization problems, or ad-hoc
schemedor pairing direction cosine estimateswith

respect to eachf a numberof different array axes.

UCA-ESPRIT is fundaentally different from ESPRIT

inthat it is not based on alisplacementnvarian@

array structure but rather is based on phasmke

excitation and hinges on a recursiverelationshp

between Bessel functions.

A theoreticalperformanceanalysisof UCA-ESPRIT is being
corducted. This provesextremely useful for predicting its
perfomancein a mobile communicationsenvironment. Novel
strategiedor incorporatingmutual coupling effectsare also being
developed. The reabrld performanceof UCA-ESPRIT is being
assessedith experimentadatafrom a prototypecircular antenma
arragy currenty being builtat the Polytechnic University of Madrid for
mobile seacommunicationsvith the INMARSAT satellitesystem
Adapations of UCA-ESPRIT for filled circular arraysare being
developed.

State University of New York - Stony Brook; Petar M Dijuric;
Bayesian Solutions to Model Selection, Parameter Estimation, and
Spectral Analysis(MIP-9506743); $119,098; 24 months.

Model seletion, parameter estimation, and spectral analysis are
threeimportantareas irstatisticalsignalprocessing. This research
exploresome difficult and unresolved problems in these disciplines
by exploiting Bayesiantheory. Topics of interest include the
derivationof model selection rules based on asymptotic assumptions
and their applicationsto problems inarray processing, rank
deternination in time seriesanalysis,and segmentatiorof vecta
fields; anaysis of tranient signals and parameter estimation of highly
nonlinear models such as threshold signadiels and bilinear models;
and, Bayesian spectral analysis of nonstationary signals.

This effort primarily consists of three equally importar
components:

1. a theor#cal investigationinto these problemthatleads to an
improvad understanding of various signal models and concepts;

2. the practicalapplication of the solutions, which includes
automatic segmeritan of medical images and the processing of
single channel patch clamp currents; and,

3. the student's usH a practicakxpositioninto the versatility of

Bayesian infrence and its applicability for solving a wide range
of signal processing problems.

University of North Carolina; Jianging Fan, James S Marron;
Mathematical Sciences: Processing Massive Noisy Data with
Hidden Structure (DMS-9504414); $60,000; 36 months; (Joint
support with the Statistics Program - Total Grant $135,000).

Many scientific disciplinesdepend irsomeway on extractirg
structural information from ngygdat. Fields ranging from processing
noig images and evaluating busisgsarketing, to analyzing survival
data and farcasting economic climates, which are universes apart in

thdackgrounds,neverthelessshare thecommon problem of
drawing conclusionsvia the processingf noisy signals. Such

problemmay be abstracted astatistical function estimatiom
prodems,and can be analyzed by various techniques in this project.
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The objectiveof this research is tdevelopand
evaluate flexible statistical modeling techniques
Specifically,to developnewstatisticalmethodologie
and toinvestigatetheir foundational propertiesfor
flexible statistical modeling in processing high
dimensional data, nonparametric confidence intervals,
mode detection, and signal processing. These
techniques can be applied in tRederal Strategic
Areas such asonitoring environmentaland global
changewia processingnassivecollecteddata,where
informative structures carhardly be detectedby
traditional approaches, andbuilding statistich
modelng for economicand businesactivitiesin the
civil infrastructure. The investigators will take
advantageof modern computing facilities and use
statistical knowledge tavoid unnecessary data mining,
herce, significantly reducing the data processing time.

field. Examplesof imaging array systemsoccur in

radio astronom sonar, and microwave and ultrasound

imaging.

This research islevelopingnew resultdor array designand
associateaignal processing, based on recestvelopment®n the
chamcterizationof array performancein linear imaging. Active

imagirgystemge.g., ultrasoundimaging arrays)are a particular

focus dhis investigation, although some of the work also addresses
passivarrays. Using the ideaf the"coarray",this work considers
howto deploy array elements (and associated hardware) in the most
efficient way to obtain large argeapertures and high resolutions. The
results allow minimum redundancyactive arrays and minimum
complexity active arraysto be specified. This research oarrays
includes astudy of their characteristicsunder real operating
conditionsandextendsto someexperimentatvork with an acoustic
array system.

Lehigh University; Rick S Blum; RIA: Distributed Signal
Detection in Uncertain Environments (MIP-9211298 A002);
$10,000.

Distributing multiplesensors over some region for
the purpos®f detectinga signalin noise is becoming
increasingly attractive. The majority of research work
conerning the design of such schemes has focused on
signal detection problems where acomplee
observation model which categorizes the environment
under consideration is know This research deals with
distributed detection schemesfor cases where a
completeobservationmodel is not availabledue to
incompleteknowledgeof the operatingenvironment
This is an extremely practical casewhich has
applications in air traffic control, radar weathe
monitoring, and other radar and sonafstems
Robustness resultgith alternativehypothesiswvhich
are not simple, finite observation sample sizes,
dependent obsenians, and non-additive observations
are beingsought. The plan to construct these schemes
focuses onapplying the theory of minimax robust
statistics. Caseswith nonstationary,possibly non
Gaussian background environments and possibyl
dependent observations are also being investigated.

University of Pennsylvania; Saleem A KassamArrays for High
Resolution Imaging and Efficient Digital Filtering (MIP-9321856
A001, A002); $69,462; 12 months.

Many imaging systemsuse arraysof individud
elements to sae the propagating field produced by an
object. Through signal processing techniques such as
beamforming,an image of the objectmay then be
formed. In additionto such passivarrays,imaging
systemsmay useactive arraysto bothilluminate an
objectwith aradiatedfield and to recordhe reflected
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University of Texas at Austin; Guanghan Xu, Dim-Lee Kwong;
Development of Advanced Signal Processing Algorithms for
On-Line Temperature Profile Measurement in Semiconductorl.

teaching metbdologies must be developed so students
can quicky adapt tosarious challenges. Plans include:
the developent of several new courses in these areas including

Manufacturing; (MIP-9400732 A001, A002); $989,203; 12
months.

This research is directédwards the development,
implementation, and demonstration of advancd
model-based signal pressing algorithms for real-time
measuremendf wafer temperatureprofile in Rapid
Thermal ProcessingRTP). RTP clustetools are
strategicallyimportantfor submicronsemiconducto
manufacturing becauseof trends towards reduced
thermal budget and tightened process contrd
requirements on largéaaneter silicon wafers. Despite
its significant dvantages, commercial versions of RTP
modules for various chemical vapor depositi;
applications have not been available.

Thisproject is developing advanced model-based
signal processing algoritirs, which when coupled with
the acoustic thermometry and acoustic/pyromete
approabes, accurately measure the wafer temperature
profile at fastacquisitionrates andvith a minimum
number of sensors. This entails algorithm
development, implementatipand validation using real
datafrom commercialRTP tools thatareavailableat
the University of Texas at Austin and SEMATECH.

University of Texas at Austin; Guanghan Xu; CAREER

undergraduate laboratory courses;

2. the continueéhvolvement of undergraduate students in industry

sponsored projects;

the design of more computer projects;

4. thecreationof opportunitiesfor minority studentsandstudens
with disabilities; and,

5. the deslopmentof a multimediateachingmethoddrawingon
advancedtechnology, e.g., live audio, video, and graphical
illustrations and real hardware demonstrations.

w

Brigham Young University; A. L. Swindlehurst; Analysis and
Development of Algorithms for Antenna Array Based
Communications SystemgMIP-9408154); $50,388; 12 months.

Communication systems employing antenna arrays are required
in situations where multiple co-channel signals are present
simultaneously. The spatialdiscrimination provided by multiple
antennaelements allows spectrally overlapping signals to be
individually extracted Such systems have typically been proposed in
the ntext of military applications,but important commercia
applications have recgnained attention. It has been proposed that
antenna args be usedhiland-based mobile radio systems to provide
enhaced spatial discrimination and hence increased capacity. Such
arrgys could potentially provide frequency reuse in adjacent cells, or
within a communication cell itself.

This research is examining sigealpy, interference cancellation,

Development and Implementation of Antenna Array Processingand sourcdocalization using antennaarrays, with emphasison

Techniques for WirelessCommunications (MIP-9502695)
$88,857; 36 months.

Array signal processing techniques were
traditionally limited to military applications
Researchenecently found that these techniques could
be applied to signdantly expand channel capacity and
improve quality of wirelesscommunicationsystens
through exploitation of spatial diversity. Despite
significant research activitiés array processing during
the lastdecadegconversionof military technologyto
comrrercial technology has not been cost-effective. A
significantamount of research and development effort
is required to realize thed¢echniquesn a wireless
communicationsystem. This research idevelopirgy
innovative antenna ay@racessing techniques and fast
implementation schemes for various wireless
communicationsystems. The program scope is not
limited to algorithm development, theoretical analysis,
and simulation studies;our ultimate objectiveis to
implement the resulting algorithms in real hardware.

Industriesspecializing in digital signal processing
and its applications in telecommunicationshave
expefencedrapid growth due to ahigh demandfor
information access ammtocessing. To respond to such
a growth, new courses in these areas ambvative

scenarios that ight be encountered in mobile radio communications
(e.g., multipathfading environmentssignalformats such as analog
FM IS-3 AMPS, GSM, IS-54 offset QRSIS-95 CDMA, etc.). This
researcfocuseson the development and analysis of algorithms that
exploitall available temporal and spatial information. Conventional
techniquegor Direction Finding (DF) and Signal Copy (SC) rely on
either spatil or temporal structure in the data, but typically not both.
Threedifferent techniquesthat exploit both spatial and temporal
signal structure for improved DF/SC are being studied:
1. iterative blind-least-squares;
2. decision directed algorithms array-based equalization of
multipath channels; and

3. optimal joint DF/SC with parametric array uncertainty.

Finayl, specialemphasisis being placed on the usé real
mobilecellularradio data to test theffectivenessf thealgorithrrs
developed.

University of Virginia; Georgios B Giannakis, Michail K
Tsatsanis; Estimation and Equalization of Time-Varying
Channels (MIP-9424305); $114,428; 24 months.

InterSymbol Interference (ISI) is caused by multipath effects or
bandwithconstraintsand presenta major obstacle in modern high-
speedligital transmission.Whenthe communicatiorink is fading
with time, it isessentiafor the equalizer to be able follow the
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channel'sime variations. While several adaptive and blind methods The goal of this reseztn is to use basis expansion ideas as a tool

have been proposddr time-invariantor slowly fading channels

for theequalizatiorof rapidly varying channels.In this framework,

relatively little attention has been given to the rapidly fading case.each time-varying coefficient is expandedinto a set of basis

sequences, and tke@pansiorparameters arestimatedisingnovd
adaptve and decision-directed schemes. Next, basis expansions are
combinedwith time-varyingcorrelationsandhigher-orderstatistics

to addresstime-varying, blind equalizationin a rapidly fading
environment. Finally, based ormphysicalintuition andexperimenth

data, theselectionof the "best" basiswhich capturesoptimally the
channel'sdynamicsis beingaddressed.Complexexponentialsare

being investigated for the mobile radio channel; wavelet expansions
are being considerddr channels with abrupt changes, and are being
compared with stochastic channel modeling approaches.

Other

Stanford University; Arogyaswami J Paulraj; International

Conference onCommunication,Computing, Control and Signal
Processing, Stanford, California, June 22-26, 1995;

(ECS-9526114);$5,000; 2 months; (Joint support with the

Systems Theory Program - Total Grant $10,085).

Traditional barriers acrosslisciplines such as
Communications,Computing, Control, and Signal
Processing arfastdisappearing.New technologich
chalenges require concepts antechniquesfrom
severaldisciplines. Interdisciplinaryapproaches are
being increasingly developedto tackle challengiry
problems inseeminglydisparate areas. Driveryb
fundamentallynew applicationsand approaches, the
coming centuryneeds evelffurther convergencend
cross-fertilization of ideas. Theobjective of the
conferencas tohighlight some recent advances made
towarddevelopinganintegrated approach to problem
sdving at various levels, and to communicate some of
the exciting questionsand challengesthat remain
unsolved. The conferencestimulateddiscussionsat
various levels:

1. mathematical foundations;

2. algorithms (statistical and computationh
efficiency, numerical issues, and new paradigms);
and,

3. architectures (parallel systems, hardwired
reconfigurable and programmable).

University of California-lrvine; Kai-Yeung Siu; NYI: Analysis
and Design of Artificial Neural Networks(MIP-9357553 A002);
$31,250;12 months; (Joint supportwith the Microelectronic
Systems Architecture Program - Total Grant $62,500).

Artificial neural networkspresent a newnodelfor massivey
parallelcomputation and a paradigm for solving large scale
optimizatioproblems. This research is exploring the advantages of

neural network-based models over conventional models for
computation, and a novel design of neuromorphic computirg
architecturfes applicationsin signal andimage processing. A
theoreticalframeworkis beingestablishedo derivetight tradeofs
between the numbef elementsand the numbeof layersin neural
networks. Thalteshould answer some of the key open questions
inthe analysis of neural networks using classical mathematical tools
such as rational approximation techniques and harmonic analysis.

University of Maryl and; K. J. Ray Liu; NYI: High Performance
Computing for Signal Processing (MIP-9457397 A001),

$31,250; 12 months; (Joint support with the Systems
Prototyping and Fabrications Program - Total Grant $62,500).

There are threemajor architectural models used in
high-performance signal/image processing:

1. VLSI- signalprocessing high-throughput VLSI architectures
for low-cost application-specificimplementationsused in
applications such as communication systems, speech,
video/HDTV, and radar;

2. parallelsignal processing omassivelyparallel computers
parallelalgorithmsfor complex signal/imaging systems used in
computervision, medicalimaging,and the processingf vast
amounts of data in deep space exploration;

3. distributedsignalprocessing ohigh-speedetworks- used in
applicationssuch agddocumentimageprocessingmultimedia
automatic signal processing inmanufacturing,and medica
signal/image processing.

This research focus®n the development of efficient algorithms
andarchitectures for each architectural model. Comparative studies
of the advantagesnd disadvantagesf thesedifferent computirg
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schemesare beingconducted. The goal is to investigatewhich  State University of New York - Stony Brook; Michael M Green;

signal/image procsgg problems can be carried out optimally undelY|: Improved Circuit Simulation Using Resultfrom Circuit

different computing and communication schemes. Theory, (MIP-9457387 A001); $31,250; 12 months; (Joint
support with the Design, Tools and Test Program - Total Grant
$62,500).

University of Minnesota; Keshab K Parhi; NYI: Dedicated VLSI This research iapplyingresults in the area of nonlinear circuit
Digital Signal and Image ProcessarsMIP-9258670 A003); theoly to enhancee simulation of analog circuits. Improvements to
$62,500; 12 months. the continuation methods of ginlg dc operating points of circuits are

Researctefforts are beingdirectedtowardsthe
designof dedicated high-performancaligital signal
andimageprocessors. Themphasidgs on real-time
processingwhere samples are processedhay are
received from the swmce, as opposed to being stored in
buffers and then processed in batch. Design of
algorithm topologiesfor recursivesignal processing
algorithmswere onceconsidereda major challenge
Using the relaxed look-ahead technique, new
concurrent algorithms artidpologies for adaptive LMS
andlatticefilters, cascade anlattice recursivedigital
filters, andpredictivespeech anidmagecoders have
been @veloped. Designof concurrentopologiesfor
wavedigital filters, decision-feedbackqualizers, and
adaptive differential vector quantizers are being
pursued. Thedecoding speed in Huffman and
arithmetic coders (usedor losslesscompression)s
limited dueto the feedback. For the Huffman decoder,
the odewordlength multiplicity constraintis being
exploitedto designcodes wherenultiple bits can be
simultaneoushdecodedn parallel. The performance
of thesedecoderss further improvedby the use of
conditionalcoding. Novel approachefor designof
parallel arithmetic coders are also being pursued.

beingmadeto guaranteghatall circuit operatingpoints arefound
duringa single analysis, and are being applied to sensitivity analysis
ofcircuits. Erroneousnodelsarethoughtto be amajor source of

convergence problems anneougesults incircuit simulation
Another enhancemento circuit simulationincludescheckingthe
accuracyof transistormodelsby verifying that all modelssatisf
passivity and the no-gain condition.

Brown University; Harvey F Silverman; A Large-Scale,
Intelligent Three-Dimersional Microphone-Array Sound-Capture
System (MIP-9314625 A002 A003, A004); $60,000; 24 months;
(Joint support with the Systems Prototyping and Fabrications
Program, Experimental Systems Program, Microelectronic
Systems Architecture Program, Design, Tools and Test Program
- Total Grant $674,601).

This is a collaoration between Brown and Rutgers Universities

to build a large microphone ayraith associated processors for beam
forming. Applicationsaredirectionfinding, echocancellationand

speakedifferentiation in telconference systems, multimeda
educaibnal systems,and largeconferencecenters. Groups of

microphones share microphone modhdgsperform A/D conversion
andlow-level processing. The microphone modules are linked over
a high speed seriaketwork(possiblyoptical) to amultiprocessa
signal processingystemfor the higher level processing. The
resuling system is being evaluated in an experimenth
teleconferencing facility.

Brown University; Harvey F Silverman; Parallel Architectures
for Speech Recognition: Nonlinear Optimization of
Expectation-Maximization (EM) Training of Hidden Markov
Models (HMMs) in a Reconfigurable Environment
(MIP-9509505);$50,815;12 months; (Joint supportwith the
Micr oelectronic Systems Architecture Program - Total Grant
$187,251).

This researchiocuseson oneof the strategicareasof nationa
concern, that of high performancecomputing. It involves the
devdopment, construction and testing of new architectures for high-
speedcomputing.The idea is tacombinegeneral-purpose, RISC-
based processingodes,eachwith multiple field-programmable
logic-array(FPLA)based coprocesseystemsThis kind of systen
has the hardware propertiefsa general-purpossomputerbut the
advantageof performancemore akin to that of a special-purpose
engine.In particular, the 20-nodérmstronglil systemhas been
built, is operationaland providesearlytwo-ordersof magnituc
improvementover currentadvancedworkstations.The hardware
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system,combinedwith its configurationcompiler,a program that Washington State University; Roberto H Bamberger; A
automaticalf translates & function subroutine to both machine codePrototype Distance Learning Computer Laboratory for
and to the hardware design of theanfigurable coprocessors, are thé&xploratory, Asychronous Learning (REC-9552985); $15,000;
basic building blocks for this class of architectures. 12 months; (Joint support with the Course and Curriculum

This project isuniquein that not only has the
hardware/softwaresystembeen built, but it is also
being testedon realapplications.The training of a
modern hidden markov model basgbech recognition
system requireshundredsof hours, evermwith recent

Program, and the Applications of Advanced Technologies
Program - Total Grant $49,676).

This project is developing arfigld testing three key components
of a distance learning computer laboratory:

variants developedat Brown and elsewhere.The 1. aninterpersonatommunicatiortool which combines elements
reduction of this training time to ten or sominutes from email, video-conferencingljstserv/listproc,usenetnews,
allows progress in this arga be made at a faster rate WAIS, gopher, and WWW,;
and/or that expensive nonlinegtioization techniques 2. network basedinteractive, media-rich,digital collectionsor
may now be applied to the problerAlso, this mears curricular material; and,
that data#from a lesscumbersomeensoisystem(the 3. authoring agents foretlseamless integration of the interpersonal
microphone arrasystems in plag and being developed communication systems and interactive digital collections.
at Brown) can besuitably incorporatedinto a more Deliverablesnclude the prototype systems,raw data for
robust speech recognition system. as®ssmenbf theimpactof thetools on educationatelivery,and a
preliminary assessmergtudy. To fully demonstratehe need and
benefits of distancelearningcomputerlaboratoriesthe prototye
William Marsh Rice University; Don H Johnson; Databases for system is bing developed in the context of a course on digital image
Signal Processing Research(MIP-9301646 A003, A004), processing.
$43,302; 12 months.

Rice Universiy is estabishing a two-part database
composedof sampledsignalsand signal processing
softwarewith the Signal Processing Society serving as
the gatekeeper. Thiathbase is accessible through the
InterNet at no charge to users. Data and programs are
being slicited from university, industrial, and military
sources. The data providesnaededtestbedfor
evaluation of signal procengj algorithms; the software
provides the signal processing community with
state-of-the-art algorithms and simulation systems.
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Experimental Systems

Dr. Michael J. Foster, Program Director
(703) 306-1936 mfoster@nsf.gov

The Program

The Experimental Systems program supports research projects that involve building, evaluating, and experimenting with
a computer or information-processinygtem. These are goal-oriented projects generally undertaken by teams of designers,
builders, and users. Theilding of thesystem must itself represent a major intellectual effort, and offer advances in our
understanding of informatiasystems architecture. A system supported by the Experimental Systems program”will usually
include both hardware and software components.

Researchminformation processing systems involves interaction among diverse elements”such as hardware architectures,
computationalmodels,compilers,operatingsystems applications,performanceevaluationtools, and uselinterfaces

Building and evaluating real experimental systems is the only way to understand these”interactions in large systems; other
techniquessuch asimulationandanalysis haveonly limited uses in understanding the system issues in such a complex
environment. Softwareraulators, for instance, do not provide the computing speed needed for large“experiments, nor the
neededperformanceancentivesfor porting largeapplicationsystemsfor experimentation. Without real experimentha

systems, important areas of information systems architectures cannot advance.

A successfubproposal to thé&xperimentalSystemgrogramshoulddemonstratéhe feasibility andutility of the project.
Feasibiliy can be shownydescribing prior proof-of-concept profpes or simulation studies that indicate that the proposed
system can be built anglill meetits designgoals. Utility can beshownby demonstratinghatbuilding the systemwil |

provide sulstantialadvancesn computersystemarchitectureor that the systemis inherentlyuseful. Detailsof the
measurema and evaluation procedures that will demonstrate the benefits of the system in“an application should be given
in the proposal.

The system to be built must be novel in some way, and the impact of the novel“aspects of the system upon its architecture
must be evaluated during tbeurse of the research. To justify construction the new system must be”potentially superior to
existingsystemsn thechoserapplicationarea. ldeally, building the systemwould provide hewknowledgeof systens
architecture,open up nevepplicationareasand/orcontributeto ourknowledgeaboutsystembuilding techniques.An
appropriate project might be ystem built sing a new architecture or technology, which addresses an application in a new
way. An inappropriate project would be one in which the research uses, simply as a“platform, a special purpose machine
whosedesign fabrication,and evaluation are straightforward. The novel aspects of an experimental system”may fall into
several different areas; the system might feature application of a new technology, new architecture, or new techniques for
performancaneasurement and evaluation to a computationally stressing problem. Examples“of technological innovation
are massivig parallelanalogsystemspr applicationsof opto-electronics.Architecturalinnovationsmightincludenew

parallel I/O structurediardware-softwareodesignor limited modificationsto commodityprocessors. Newvaluation
techniquesnightincludeinstrumentatiorfor performancesvaluationor debugging. These innovations might be applied

to producehigh-performanceomputersjntelligent sensors, osignal processingrchitecturesfor example. A list of
projectscurrentlysupported under tHexperimentalSystemgrogram can b&undin the Microelectroniclnformation
Processing Systems Division Summary of Awards.

Tojustify support under this program, a proposal should show that system building“is necessary for answering significant
and timey research questions. The research issuefldhesuch that the best way to address them is to build the proposed
system and measure its performance. Building$onitn sake is discouraged; analysis and simulation should be performed

in sufficientdetailbeforea proposal is sent to tlExperimentaSystemgprogram. Furthermorepff-the-shelfhardware

should be employed in the building stage whenever the research goals do not"require custom construction.

By encouraging the design, construction, test, and evaladitiomvel information processing systems, NSF hopes to achieve
several goals:

*  Settle major research issues and add to fundamental knowledge in information”processing;

*  Guide universi research in conyger science and engineering toward meaningful problems of industrial interest;
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*  Strengthen the system-building expertise in our research institutions;
*  Educate a new generation of researchers in experimental systems research.

Potential applicants are encouraged to discuss their research ideas with the”program director prior to formal submission.

Initiatives and Opportunities

During the D95 Fiscal Year, the Experimental Systems program participated in several“initiatives. These initiatives were
intended to encourage researithations that had been identified as important by the research community and that"crossed
program lines.

HIGH PERFORMANCE STORAGE SYSTEMS AND WIDE-BAND I/O

This initiative resulted from recommendations developed by the NSF Workshop on"High Performance Memory Systems,
andby the Information InfrastructureTechnologyand Applications Task Force.Proposalghat addressegroblems of
accessing large data sets at a high rate wetworks were especially encouraged. Topics of interest included the following:

*  The development of new memory systems that take advantage of emerging“storage technologies;

*  New techniques for oanizing cache memory and other buffering schemes to alleviate memory and”network
latency;

*  Partitioning of systems to reduce data movement;
*  Reliability and fault-tolerance of new memory systems.
RAPID PROTOTYPING: VIRTUAL AND PHYSICAL

Emerging national needs and recent teclyicdd advances point to rapid prototyping as an essential area of research in the
strategic area of advanced manufacturing. gbal of research in rapid prototyping is to develop and integrate the tools and
technologies needed for rapid and efficient design and manufacturing of products,”processes, and systems. The result will
be reduced product delivery times to meet dynamic market requirements.

RESEARCH IN NEW GENERATION OPERATING SYSTEMS"ARCHITECTURES

To meet the diverse needsapplications on diverse computing platforms, today's operating systems have“been growing in
size and complexit incurringmore overhead in providing required services. There is a need for a systematic”evaluation of
theabstractionsieededor thedesignand implementation of operating systems for the current and emerging“generations
of system architectures and applications.

Several research issues related to this initiative areecfgitto the Experimental Systems program. These generally involve
architectural spport for operating systems on networks of workstations or on collections of 'supercomputers connected by
gigabit networks.
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Awards

Storage Hierarchies and Input/Output Systems

University of Southern California; Michel Dubois, Rafael H
Saavedra, Massoud Pedram, Peter B DanzigThe USC
Multiprocessor Testbed: A Testbed for Scalalflkared-Memoy
Systems(MIP-9223812 A001); $558,021; 14 months.

A testbed for experimenting with memoy
hierarchies imultiprocessorss being supported. A
processornode in the testbedcontains cache and
menory  system controllers made from
field-programnable gate arrays. To experiment with a
memoy control mechanism or colegrcy technique, the
investigabrs program the gate arrays to implement the
medanism. For software supportof experimenth
techniquesthe GNU-Ccompiler is being modified to
generate appropriateode, such asnon-blockirg
prefetchesand the Maclmicrokernelis being ported
to provide thread scheduling.

Massachusetts Instituteof Technology; John L Wyatt, Ichiro
Masaki; Cost-Effective Hybrid Vision System for Intelligent
Highway Applications (MIP-9423221); $400,000; 12 months.

The goal of this project is a newost-effectie
archtecture for machine vision, which will be
evaluated for intelligent highway applications
Componentsf three smartmagesensors are being
developedandintegratednto a heterogeneougision
system. The smart sensors usealog,digital, and
mixed signal techniquesto perform 3 dimensionh
measurement for adaptive cruismtrol, lane detection,
and time-to-cllision measurements. All of these tasks
are intended for machine vision systems within
intelligent vehicles,and will be testedin intelligert
vehicle applicationswithin the later stagesf the
award. MIT isperformingbasic research on tffiest
versions of all of these cameraswhile later
development, integration, andtieg will be carried out
by industrial partners.

State Uhiversity of New York - Stony Brook; Tzi-Cker Chiueh;
CAREER: Parallel 1/O for 3D Volume Visualization
(MIP-9502067); $165,000; 36 months.

This projet is applying parallel /O technology to
reduce |/Odelay in volume visualization. Volume
imagesthat arisefrom suchapplicationsascompute
tomograhy and 3D ultrasoundare too large tofit
within randomaccesdramebuffers. As a result, disk
I/0 is in thecritical pathfor volumerendering. This
project isexploringthe useof a new parallelolume

renderingtechniquethattraverses 3D data sets in an
orderthat eliminatesl/O conflicts in a parallel disk
array. Consequentlythe entirebandwidthof the disk
arrayis availableto therenderingapplication. In this
project, a high performance wohe visualization server
using this idea is beinglesignedjmplementedwith
off-the-shelf components, and evaluated.

A supplement supporting Research Experiencefor
Undergraduatesill permit advancedundergraduatestudentsto
contribute to the projecytimplementing and measuring 1/O intensive
applications.

Carnegie-Mellon University; Takeo Kanade, Andrew Gruss,
Dean Pomerleau, L. Richard Carley;ALVINN-On-A-Chip: A

Computational Sensor for Road FollowindMIP-9305494 A001,
A002); $316,740; 12 months.

This project isbuilding and deployingan intelligent imaging
sensorfor road following. The sensomeneratesthe headimg
information required to steer a robotic vehicle by watching the road.
On-chip processing is dermed by a neural network trained to drive
autonomousion public highways. The circuitry which performs the
neural computations is @grated with a photosensor array in order to
drectly senseroad-imageinformation. The photosensorarray
includesanalogsignalprocessing in each cell abthary opticsfor

bettgshoton statistics, decreasedtransducer size, and less
interference.

Brown University; Harvey F Silverman; A Large-Scale,
Intelligent Three-Dimersional Microphone-Array Sound-Capture
System (MIP-9314625 A002, A003, A004); $314,601; 24
months; (Joint support with the Systems Prototyping and
Fabrications Program, the Circuits and Signal Processing
Program, the Microelectronic Systems Architecture Program,
and the Design, Tools and Test Program - Total Grant
$674,601).

This is ajoint projectbetweenBrown and Rutgers to build a
large microphone atyavith associated processors for beam forming.
Applications are direction finding, echocancellation,and speaker
differentiation in teleconferencesystems,multimedia educationh
systems, and largeonference centers. Groups of microphones share
microphonemodulesthat perform A/D conversionand low-leve
processing. Theicrophonemodulesarelinked over ahigh speed
serial network (possibly optical) to a multiprocessorssignal
processingystemfor the higherlevel processing. Theesultirg
system is being evaluated in atperimental teleconferencing facility.

University of Utah; Lee A Hollaar, Ellen M Riloff;
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Implementation and Evaluation of a Parallel Text Searcher for beingstudied. The researchers are akxamininghow the systen

Very Large Database{MIP-9023174 A007); $18,849.

This project concerns the application of the Utah
RetrievalSystemArchitectureto very large databases
of full-text documents. This effort involves the
devebpment of a mediumscale(4 to 10 GByteg
pardlel backend search server using augmented RISC
processors as theearchingengines. Data is being
gatheredandanalyzedo determinef the existence of
a high-speed sezh server changes the complexity and
arrival rateof queriesby real users (lawtudents). In
addition, a suitablepartitioning of functionality such
that remote userzn be supported by such a searching
engine over medium-speadtworks (such as ISDN) is

can be reconfigured to deal with disk and searcher failures.

University of Virginia; William A Wulf, Jack W Davidson,
James H Aylor; Implementation of High Bandwidth Memory
Systems(MIP-9307626 A001); $400,000; 12 months.

This project building and measuringexperimentaimemogy
systemsthat matchthe high data rate®f processorsvith the low
randbm access data rate$ memoryparts. Thegoal is to detect
streamsof memory referencesat compile time and use a smart
memorycontroller to prefetch the streams at run time. The memory
controller can se features of the memory system such as page mode,
nibble mode,or Rambus tenaximizethe data ratesf the memoy
parts. It then bufferbie streams until the processor asks for the data.
The projectincludescompilerresearch awell as researcinto the
architectureof the memory controllers. This is similar to the
vectorizationeffortson suchmachinesas theCray supercomputers,
but more general since a smartmagy controller can be designed for
ary combinatiorof processor speeds, memory features, and program
characteristics.

General Purpose Computing

Stanford University; Michael J Flynn, Bruce A Wooley, S.
Simon Wong, Giovanni De Micheli, Fabian W Pease;
Sub-Nanosecond Arithmetic {I(MIP-9313701 A001); $320,000;
12 months.

This project isattemptingto speed ugompute
arithmetic by several ordersf magnitudeusing a
combinationof algorithmic, circuit, and packagimg
techniques.CAD toolsto automate the application of
thesetechniquesare also beinglevelopedunder the
project. Specific research problemsnclude the
developmentof a package capablef passing large
numbers of signals with00 picosecond rise times, and
the integrationof wave pipelined data pathisito an
overall system.

University of lllinois; Josep Torrellas; NYI: Increasing the
Peformance of Scalable Shared-Memory Multiprocessors
(MIP-9457436 A001); $75,000; 12 months.

Scalable shared-menyanachires are a promising
way of attaininglarge-scalemultiprocessingwithout
surenderingmuchprogrammability. Achieving high
performance from these machines, however, is
chalenging becausemany complexarchitectureand
architecture-softwarenplementatiorissues that have
beenonly partially studied considerablyimpact the
peformanceof the machines. The objective of this
research is taontributein three areas to helpale
shared-memgrmultiprocesors the preferred source of
computingpower. The three thrusts of this project are

to: stud the gotimal division of responsibilities among
the hardware, compiler, and operating system to
maintain cachecoherencén scalableshare-memagr
multiprocessorsgesignalgorithmsand hardware to
effectively support multiprogramming of parallel
programsn scalable shared-memory multiprocessors;
andoptimizethe managementf memoryhierarchis
and theinteractionof the operatingsystemwith the
architecture.

Massachusetts Instituteof Technology; Anant Agarwal; PYI:
Automatic Locality Management in Scaleable Multiprocessors
(MIP-9157393 A004); $62,500, 12 months.

Parallel computerscan be made both scalable and easil
programmablehrougharchitectureghat exploit andautomaticaly
managecommunicationlocality. The goal of this research is to
discover and toevaluate techniques for automatic locality
maragementin scalablemultiprocessors. As thevehicle for this
research, an experimental parallel hiae called the Alewife is being
implemented. Alewife employs techniques for:

1. cammunicationlatency minimization, using scalable coherent
caches and software partitiogiand placement of programs, and

2. communicationlatencytolerance,usinga newrapid-context
switching processor architecture.

Alewife implementsa new protocol called "limitless directories"
for scalable cachmoherence.This schemeuses acombinationof
hardware andoftwaretechniquedo realize theperformanceof a
full-map directorywith the memoryoverheadf a limited directory.
A rapid-context-switchingorocessorcalled Sparcle is also being
designed. Sparcle camswitchin about 10cyclesto anotherthread
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when it suffers a cache misghat requires service over the
interconnection network.
The major goal for this grant period is to get a
small prototype Alewife system operational, including
the hardware as well as the entire software system.

Massachusetts Institute of Technology; Anant Agarwal,
Protection and Translation in Multimodel Multiprocessors: The
MIP FUGU Workstatiory (MIP-9504399); $563,735; 24 months;
(Joint support with the Microelectronic Systems Architecture
Program - Total Grant $800,000).

This project is extending the Alewife
multiprocessor to explore tvaspects of future scalable
multiprocessors. One aspect is protection. Protection
is required on accesses to hardware resources, with as
little software overheadas possible. Foexample
when amessagesender and receiver are paftthe
same application, dy should be able to directly access
network hardware. The other aspect is address
trandation, sothateachapplicationcan have it®wn
address space. Alfgpcessors executing an application
must have the same addresscgy however. To ensure
this, memoy mappng hardware is placed at each node
of the multiprocessor, and must be kept coherent.

The FUGU system provides threemodes of
interprocessorcommunication. Sharedmemory is
provided by hardwaresynthesizednessagesamorgy
nodes, which maintain cache coherence. Short
message can be sent directly by performing loads and
stores to I/O registethatare in eacmode'saddress
space. Longer messagesre managedby a DMA
engine that is separate from the processor.

Translation ad protection for shared memory and
for short messagesare provided by hardware
enhancements that maintain cemere in the translation
lookaside buffers and ensuratimessages are received
only by the processethattheyareaddressedb. For
long messagespnly minimal support for address
translationis provided by the hardware since the need
for suchtranslationis likely to be rare. Any needed
translation will be provided by software.

Princeton University; Kai Li, Margaret R Martonosi, Douglas
W Clark, Edward W Felten, Richard J Lipton; SHRIMP:
Architectural and Systems Support for Inexpensive
High-PerformanceMulticomputers (MIP-9420653);$399,911
12 months.

This project is building a high-performane
multiprocessorfrom commodity desktop compute
systems anaff-the-shelfinterconnects.Commercia
Intel Pentiumworkstationboards, eaclith attachel
menory, disk, and I/O, areattachedto a Paragon
backplane. Communicationuses a newnechanim
caled virtual memory-mapped communication, which

disguises interprocessorcommunication as write
operations tomemory. The node interface maps
physicalpages in thenemoriesof individual nodes to
each other, sthatawrite to one mapped page results
in messages to otherdes that share the mapped page.
The operatingystems orthe individual nodes use their
ordinary virtual memory mechanism to support virtual
page mapping. In addition to this word-by-wod
communication,DMA transfersare available, with
control registerslocated in the address space of
individual processes. Thiallows high bandwidh
communicationthat maintainsuser-levelprotection
Research to baddressedh the projectincludesthe
adievement of high-bandwith low-lateng
communicatiorbetween processes, the structure of an
/0 system supportedby the newcommunicatio
mechanism, and performance evaluation of the
resulting system.

New York University; Allan Gottlieb; Evaluating the NYU
Ultracomputer, (MIP-9303014 A002); $351,079; 12 months.

This isa project to characterize and model the performance of a
scalableshared memory computer. Ultracomputer uses a multistage
interconnectionnetwork with hardware combining to provide
high-bandwidth scalable connections between processors and
memoy. Ultra lll, on which the works being performed, uses Xilinx
parts toimplementmostof the glue logic in the PEs (processing
elements)These can act as programmable performance monitors at
each procesor. These tools are being used to evaluate the impact of

combiningooverall system performance, measure the performance
of scientific @plications, measure and compare alternative operating
system designs, and constracathematical models of parallel system
behavior.

New York University; Zvi M Kedem; High Performance Parallel
Processing: Fault-Tolerant Computing on a Network of
Workstations (CCR-9411590); $25,000; 12 months; (Joint
support with the Computer Systems Architecture Program -
Total Grant $53,469).

This project deals wWitboth theoretical and prototyping research
in parallel processing to harness the poaferorkstationclusters.
The primary techniqueswill be based omggressivescheduling
evasivememoryand dispersed dataanagementThe formal work

,expands the previoussults of the Pls in asynchronous computing in

several.

1. Extend the models to fine-grained programs.

2. Permit thanclusionof architecture specific characteristics into
the theoretical framework.

3. Techniques talistinguishinconsistencien memorystates as
viewed by different processorsresulting from time-outs
interrupts andfailures (or indefinite postponementof a
computation).

4. Techniques to allow non-deterministic executions.

5. Model input/output operations of fault-tolerant programs.
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The experimentapart of the projecwill build a
scaled versioto execute parallel programs on clusters
of workstations. The prototypewill address issues
related to the eagescheduling of threads, the
implementation of evasive memory and data
managenent. Theprototypewill attemptto evaluae
the effectivenessof the environmentin terms of
efficiency.

This projectis conducted jointly with P. Dasgupta
of Arizona State University.

The chaotic routdor multiprocessor systems avoids congestion
in messageouting by derouting packetschosenat random at
congestedes of a network. The routers can thus adapt to varying
messageaffic. In this project, the router is being implemented and
its performance is lgimeasured within a testbed that approximates
a real multiprocessor.

University of Wisconsin; Mark D Hill, James R Larus, David A
Wood; Cooperative Shared Memory and the Wisconsin Wind
Tunnel, (MIP-9225097 A002, A003); $643,137; 12 months.

Carnegie-Mellon University; Daniel P Siewiorek;Collaborative
Research:Architecture, Design and Implementation of Mobile
Computers (MIP-9403473 A001); $10,000.

The goalof this project is talesignhardware andoftwarefor
scalable shared-address-spamemputers. Cooperative shared
memoy, the approach taken in the project, provides a simple design

This is gjoint effort betweertwo universitiesfor
rapid prototypingof mobile computers. The projects
involve teamsof studentswho over the coursef a
semester design therdware, software, and packaging
of mobile computersystemsandfabricateprototypes
by combining standardelectronicparts with custom
fabricated cases andterconnectharnesses. This
project focussegrimarily on mobile computing for the
diagnosisof telecommunicationsietworks. Mobile
computersystemshat include stationaryand mobile
computersinterfacedevices,andsoftware,are being
designed andabricatedfor theseapplications. The
project goal is toystemdize the prototyping process in
severalways: by providing an integrateddesigntoal
that carsimultaneouslyepresentlectronic,thermal
and mechanicalconstraints;by providing modula
templatearchitecturegor mobile computersand ly
reporting on experience in tlte-designof software
mobile hardware, and stationary hardware in a mobile
computing system.

University of Washington; Theodore H Kehl; Self-Timed Logic
in Multiprocessors (MIP-9101464 A003); $25,000; 6 months.

This groject involves building and measuring two
sef-timed componentsinserted into an existing
shared-mmory multiprocessor computer system. The
two componentsare amultilayered backplanewith
selftimed arbitrationlogic and aself-timed memoy
module. Thegoalsare todemonstratehe ability to
increasehe number of processors while also doubling
memory performancdor this system. This project is
testingtheviability of self-tuningsystemgthe systen
is self-tuning irnthat the operating margins are adjusted
based on the actual components used in the system).

for shared-memorpardware and programming model that can be
usedby programmers andompilersto understanénapplicatiorns
comunicationbehavior. Cooperativesharednemoryuses simple
directory hardwaretogetherwith a setof pragmasfor use in
amplicationssoftware. The pragmas allow the applications software
to indicate which processorswill be usinga blockof memory:a
processaan check out a block when it expects frequent use, check
it back in when it is dond, @am indicate that it expects to check out
a blockin the near future. Simple directory hardware can be used to
place checkedut-memory locations in the caches of the appropriate
processorsCommonstatetransitionsin thedirectoryprotocolare
imlementedn hardware, while the less common ones use software
traps. Note that the pragmas #rdresulting hardware actions affect
only the executionspeedof a programnotits correctness. A new
virtual prototypingapproach is being usddr evaluatingthe new
architecture. The Wisconsin Wind Tunnel runs parallel
shar@-memoryprograms on a parallelessage-passirgpmpute
and concurrentlevaluates thprograms execution times on proposed
hardware using a distribed simulation. The simulation runs quickly
becausdnstructionsthat make only local memory referencesare
executed directly.

University of Wisconsin; Gurindar S Sohi, James E Smith;
Prototyping Multiscalar ProcessorgMIP-9505853); $181,670
12 months; (Joint support with the Computer Systems
Architecture Program - Total Grant $261,670).

Thisproject is evaluating a new architectural paradigm that can
extract andexploit the parallelismin sequentialcode. This new
approach uses both software
schelulingin the compiler, as in VLIW, and hardware scheduling at
run-time, as in superscalar atelstures. The compiler segments code

into large blocksf instructions that form subgraphsof the
contol-flow graph, though not necessarilybasic blocks. The
compiler appendsynchronizationnformationto each block that
describesvhich registers must be shared with blocks. The compiler
appendssynchronizatiorinformationto each blockhat describes
which registers must be shared withestblocks. The blocks or tasks

University of Washington; Lawrence Snyder, Carl Ebeling;
Chaotic Routing: Study andimplementation (MIP-9213469
A002, A003); $411,586; 12 months.

are passed to separate identicallfir@xecution units, each of which
executes & task sequentially. Tasks are scheduled optimistically, so
that sometasksmay be executedby a unit whentheywould not be
executed in asequentialsystem;in such cases, the tasks are
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"squashed," Wich means that their results are not written to memory
or registers. At the endf each task, it blocksntil the systen

detemines that the task will not be squashed; at that time results are

commited. The collection of execution units appears logically to be
one unit, with a sirlg register file. Shared register values are passed
on an inter-execun-unit network, and tasks that need shared values
block until the values are produced.
During the fir$ two years, this research is devoted

to compiler design for the new architecture, to

comparisorwith otherarchitecturesising simulation,

and to conceptualrefinement of the architecture

During later years, work is expectedto focus on

implementation.

Application Specific Computing

International Computer Science Institute; NelsonMorgan; A
System for Connectionist Speech Recognition Research
(MIP-9311980 A001); $359,999; 12 months.

processors. The processing elements have been tuned
to sequence comparisby incorporating a single cycle
add-and-mininstructionand a data-patfor quickly

This prgect is constructing a computer optimized
toward speech recognition alghms, and is evaluating
speech algorithms on theachine. A fundamental goal
of the project is to explore tharchitecturalchangs
neededfor speech processing ifuture production
systems. The new computer is a low-degre
multiprocessor, eacmode of which contains a
high-speed general- purpose processor, a
multiple-accumulate processor, memory, and a
communications interface for the multiprocessp
interconnect. The computerwill also be capable of
beingextendedo includeanalogprocessing or smart
sensors.  This newmachine will provide the
peformanceof supercomputers atsmall fraction of
their coston the speech recognition problem, and will
contribute to thalevelopmenbf speechrecognition
systems for everyday use in commodity computers.

University of California-Santa Cruz; Richard Hughey, Kevin
Karplus;

This project isbuilding an application-specifi
computersystemfor biosequenceomparison. The
architectureis suitablefor a wide rangeof sequence
comparisommethodsjncluding the Smith-Waterman
algorithm, BLAST, profile searches andictionary
methods. In addition, the architectureis being
integratedwith softwarefor the statisticalanalysisof
sequencesising techniquessuch ashidden Markov
models.

The coreof the architectureis a lineararray of
SIMD processingelements gachwith a small local
memay. A single chip cancontain 64 of these
elements,so a boardwvith 20 chipswill hold 1280

recording the results of the instruction. Software, I/O,
and algrithmshave beeronsideredn thedesignof
this architecture; the reking balanced implementation
should result in high performance at low cost.

Colorado State University; Tom Chen, V.Chandrasekar; An
Expandable Column FFT System and Its Multi-Chip Module
Implementation (MIP-9204319 A001); $35,000; 12 months.

This priect is to explore column Fast Fourier Transform (FFT)
architecture in the bit-serimlomputationand multi-chip module
implementation paradigms. Tdtgtacture employs flexible routing
structuresattow for a wide range of FFT transform lengths and to
failitate defectandfault-tolerance. The objecbf this project is to
build a prototype of the proposedtolumn FFT architectureand
demonstrate its performance and expendability on real-time
applications (using 20 cm Dual-Polarized Doppler radar system for
real-time meteorological experiments).

Massachusetts Institute offechnology; Robert C Berwick; High

Multi-Purpose Parallel Process for Biosequence Performance Computing for Learning (IRI1-9217041 A003);
Analysis (MIP-9423985); $145,934; 12 months.

$42,000; 12 months; (Joint support with the Knowledge Models
and Cognitive Systems Program, the Interactive Systems
Program, the Robotics and Machine Intelligence Program, the
Linguistics Program, and the Advanced Research Projects
Agency - Total Grant $599,600).

This project has beeatesignedo push theHigh Performane

Compting algorithmicandarchitecturakenvelopevia a CM-5 and
VLSI testbed. lwill advancenew algorithmsandsoftwarefor a
broad clas®f optimizationand learning problems testedon and
directly driving operatingsystemandarchitecturalchangeson the
CM-5 (working with oneof the CM-5's key architects). The learning
problems addressed are essentially an entire class of
modahg/optimizationproblems that intersect with nearly all HPCC
Grand Challenge Problems.
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University of Michigan; Kang G Shin; Architecture and OS
Support for Real-Time Fault- Tolerant Communication
(MIP-9203895 A003, A004); $330,791; 12 months.

This is a project to build anekperimentwith a
multiprocessor for real-time applications. The
multiprocessorwill ultimately consistof 19 nodes
arranged in ahexagonal mesh, with each node
containingthree68020processorfor computationa
commercial controllefor communications control, and
a customchip for communicationsouting. An initial
multiprocessoicontainingonly a few nodesis being
developed taallow experimentatiorthat will guide
full-scale construction. Experimentson the systen
consist largely of synthetic benchmark programs
producedby a workload generator. The workload
generator produces bémarks that have computation,
communicatio, and deadline characteristics of several
classesof applications,but are easier twary an
instrument than real applications would be.

University of Michigan; A. Galip Ulsoy, Yoram Koren, Kang G

Shin; Hierarchical Controller for Real-Time Quality Control in
Machining; (DMI-9313222 A001, A002); $30,000;12 months;

(Joint support with the Robotics and Machine Intelligence
Program, and the Manufacturing Machines and Equipment
Program - Total Grant $145,678).

The award is for thdesign and development of an
experimental,modular, open-architecturenachinirg
system controllefor prismatic and rotational parts that
enhances paguality by an orderof magnitudewhile
sugaining high machining rates. The approach would
enableintegrationof underutilizedresultsof the prior
work of various researchers as well as generating new
results. Thehypothesisof the research is that
information embdded in the control-loop error signals
can beeffectively used toimprove part quality and
machining system performance. A hierarchich
controller structure is proposeaonsisting of
compensators at tmachinetool servo, process, and
part inspection levels. Intelligent integration of
hardwae and software components of the controller is
proposed herejlcombining expeige in machine tools,
machiningprocesses, sensors, control theory, software
architecture, and real-time computing.

Thehierarchical open-architectureontrolleris
expected to have major impact on manufacturig
practice and research. Potential benefits for industrial
usersinclude reductionof part manufacturingcycle
times, eduction of indirect inspection costs, controller
improvementcosts, and the cosif using sensors.
Implementationof future machiningresearch results
would also bdacilitated by the availability of such a
controller.

Princeton University; Andrew Wolfe, Wayne H Wolf, Bede Liu;
An Experimentally-Designed Video Signal Processor Architegture
(MIP-9408462, A001); $351,548; 24 months.

This project is designing an architecture and compiler for video
signal processin with collaboration among researchers in computer
artitecture compilers, and signal processing. The architecture is a
vel long instructionword machinededicatedto theapplications
which meanghat a large nhumbepf small data paths are used.
Addressgeneratiormay receive hardware support. Thempiler
differs in several wgs ffom general purpose compilers: optimization
is sowght even at the cosif high compilationtimes,and memoy
usage will be expitly optimized. Architecture and compiler design
are beingevaluatedby experimentationwith application codes,
including video compressionijmage enhancementand machire

vision. Tharchitecturds beingsimulatedon anetworkof high-
perfomanceworkstationswhile the compileris beingconstructe
based on theu C compiler. The architecture and compiler will be
iteratively improved to result in a high-performance system and a set
of design principles.

Cornell University; Herbert B Voelcker; Massively Parallel
Computation for Mechanical Manufacturing and Design
(MIP-9317620 A001); $401,329; 12 months.

Solid modelingis a critical enabling technology for mechanical
CAD/CAM because it provides geometrically complee
representationsof parts and products, and enabliesportan
manufacturingprocesses to bmodeled. Today's industrial systems
operatdar below thetechnology'otential because solid modeling
requires enormous computing resources, and because current
algorithms and representationgannot handle severalimportarn
applications.

This project isdesigningnew implementationf ray-castiny
representationfor the solid modelsused inmechanicalCAD, and
extending thenodels to new applications. New implementations for

yraasting engines are bgideveloped, using both custom hardware
and software runningromassively parallel machines. Using the new
hardware, new applicationga§ representations are being explored,
including the solutionof boundary-valugroblems computationof
medial axis transforms, methods for representingmechanich
tolerances, and representation of solid objects.

State University of New York - Stony Brook; Arie E Kaufman;
Scalable Architecture for Real Time Volume Rendering
(MIP-9527694); $172,645; 12 months.

This research dealsith the developmentof a new scalable
volume visualization architecture and its associated algorithms. The
architecture called Cube-4,exploits parallelismand pipelining to
achievereal-timerenderingof high-resolutiorimagesfrom volume

data. Traechitecturds based on aalgorithmfor ray castingof a
volume buffer of voxels which is stored as akeweddistributed

memar to supportconflict-free access tovoxel structures. It
performsinterpolationof sampledpoints,shading, and compositing
to generatehe pixelvalues. Computationsare doneusinglimited
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comrunication betweenprocessors, sdhat the architectureis  High-Dimensinal Databases(IR1-9224544 A002); $10,000; 12

scalable over avide rangeof performancesandimageresolutions months; (Joint support with the Knowledge Models and

This project encompasseslgorithm development,architectue  Cognitive Systems Program, theDatabase& Expert Systems

research, and construction of a reduced-resolution prototype.  Program, the Design, Tools and Test Program, and the Statistics
Program - Total Grant $160,000).

University of North Carolina; John W Poulton, Henry Fuchs; Discoveringfunctional relationshipsamonghigh-dimensiona
Scalable Graphics: From Personal toSupercompute datais astonishily hard. Overcoming the "curse of dimensionality"
Visualization Engines (MIP-9306208 A005, A006); $672,105; 12 is avital problemfor any complexmanufacturingndustry,such as
months; (Joint support with the Advanced Research Projects VLSI production,in which hundredsf variablesmustbe precisel

Agency - Total Grant $1,409,257). controlled in order taachievehigh-quality yield. This research
addresses botheoretical and practical concerns. On the theoretical
The objectof this project is to build and end, statisticians haventdg proposed a number of compelling new
expeaiment with a new graphicsengine that will ideasfor high-dimensionalnonparametricegression (e.g., ACE,
eliminate the currarimits to scalability in commercial AVAS, LOESS, PPR, MARS, RPR and several otilgorithms)
graphics gstems. The work centers on a new graphics These ideas arkargely untested,and little is known about their
engine architeare called image composition, which is comparativeperformancen realistic situations. To remedythis, a
radically different from the organizationof todays large-scalesimulation experimentis performed that employs
commerciabystems. In image composition, rendering statistical design to evaluate thieefs of sample size, dimensionality,
is distributed over a numbef identical processors. signal-to-noise ratindavarious kinds of underlying functions on the
Each renderegenerates full-screenimage,but for integratednean squared error of the fitted model. The results of the
only a fraction of the primitives in the scene. The study are examinedin an analysisof variance,leadingto clear
system then merges thesamagesover a high-speed conclusions as to the circurressameder which each of the proposed
network to form aingle image of all primitives. Since methods is most valuabl@n the practical side, this research applies
each subimage is independent, simte the images can the methodologystudiedin the simulation experimentto VLSI
bemerged on a distributed network whose throughput production data as micro-modelegdthe FREDITOR software, which
scales linearly with the number of subimages is widely used inindustryto calculatefrom physicalprinciples the
peformanceof the entiresystemcan be scaled up actual result of each step in the production of a VLSI circuit wafer.

arbitrarily by adding more processors.

Carnegie-Mellon University; Susan Finger, Lee Weiss, Daniel P
Siewiorek, Andrew P Witkin; Rapid Design Through Virtual and
Physical Prototyping(MIP-9420396); 12 months; (Joint support
with the Computer Integrated Engineering Program, and the
CISE Institutional Infrastructure Program - Total Grant
$499,417).

This project iscreatingan experimentakysten
using the Internetthat will allow studentsin design
courses to use rapidrototyping services. Three
participantinstitutions, Carnegie-MellonUniversity,
the University of Californiaat Berkeley,andStanfod
University are participatingin the project. Each has
developedindividual technologiesfor virtual and
physical prototyping, which currently stand alone
Bringing thesetechnologiestogetherwill result in
exciting new capabilities. Partnerships with industrial
partners and Rederalaboratory are also anticipated.
This project addrsses key issues in prototyping, and is
creating a network of interconnectedservices to
support the rapidiesign,test, andmanufactureof
mechanical, electro-mechanical, and electronc
products.

Carnegie-Mellon University; Roy A Maxion, Andrzej J
Strojwas, David L Banks; Discovering Information in Large,
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Carnegie-Mellon University; D. Lansing Taylor, Scott E
Fahlman; High Performancelmaging in Biological Research
(BIR-9217091 A005, A006); $100,000; 12 months; (Joint
support with the Knowledge Models and Cognitive Systems
Program, the Robotics and Machine Intelligence Program, and
the Databases, Software Development and Computational
Biology Program - Total Grant $268,000).

This is a project to research adévelop an
AutomatednteractiveMicroscope (AIM). TheAlM
will combine the latest tecbiogies in light microscopy
and reagentchemistrywith advancedechniquedor
computerizedimageprocessingimageanalysis,and
display, implementedon high-performanceparallel
computers. This combination will produce an
automatedhigh-speedinteractivetool that will make
possible newkinds of basic biological research on
living cells and tissuesWhile one milestoneof the
reseeach will be to show the proof-of-concept of AlM,
the ongoingthrustwill be continueddevelopmenas
new technologiesarise and thenvolvementof the
biological community.

University of Utah; John M Hollerbach, Stephen C Jacobsen,
Elaine Cohen; Rapid Virtual Prototyping of Mechanical
Assemblies (MIP-9420352); $408,000; 24 months; (Joint

support with the Systems Prototyping and Fabrications Program
- Total Grant $800,000).

This pmjectis building a hapticinterfaceto a
mechanical design system. The objective is to
demonstratethat part interaction, assembly, and
maripulability can be evaluatedwithout physicad
protoypes. \fsual interactions are provided by a CRT
screenwhile hapticinteractionis by meansof force
reflecting telerobotic master asgrwhich the user wears
as an exosieton. Instead of controlling slave arms in
a remote environment, the mastaffect a virtual world
in which the protgfpe assembly exists. Geometric and
functional reasoning determine part contact
interference, and theropagation of forces and torques.
Visual rendering &hniques display the current state of
the assembly.Hapticrenderingtechniquedeedback
appropriatdorcesto the master armgnhancinghe
effectiveness of the interface.
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Other

Salk Institute for Biological Studies; Terrence J Sejnowski; established researchdrsm academiawith their counterparts in
Workshop on Neuromorphic Engigering; June 25, 1995 - July 8, industryandnationallaboratoriesworking on bothneurobiologich

1995; Telluride, Colorado (IBN-9511637);%$5,000;12 months;  as well agngineering aspects of sensory systems and sensory-motor
(Joint support with the Interactive Systems Program, the integration. Fanal lectures will be given, but the primary focus will
Neuroengineering Program, the Computational Neuroscience behands-on experience with research tools for all participants. The
Program, the Databases, Software Development and workshopwill serve as a bridgeetweenthe engineeringvorld of

Computational Biology Program - Total Grant $51,840). artificial neural systemsand theneurosciencecommunity. The

workshopwill provide anenvironmentfor intensiveinteractiors

Recentlyanew field of engineering has emerged, between membexf thesetwo communities mergingengineerig

referred to as neuromorphic engineering, that is based principles with experimentalresults from neuroscience. The

on the design and fabrication of artificial neural interactionof thesetwo disciplinesshouldhavesignificantimpact

systems,such assision chips,head-eyesystemsand both on thdevelopmenbf newtechnologiegnewartificial neural

roving robots, whose antbcture and design principles systems)and on oumnderstandingf how the nervoussystemis
are based othoseof biological nervoussystems. A designed.

two-week workshon neuromorphic engineering will
be held to king together young investigators and more
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Systems Prototyping and Fabrication

Dr. John Staudhammer, Program Director
(703) 306-1936 jstaudha@nsf.gov

The Program

The SystemdPrototypingandFabricationProgram addresseapid prototyping technologies. The goal is to develop and
integrate the tools and technologies needed fail ead efficient design and fabrication of products, processes and systems.
The SPF Program consists of three principal elements. The first (systems”prototyping) supports fundamental research on
rapid ystem protofping methodologiespbls, environments, etc. with particular interest in the informational infrastructure
needed for prototyping systems (virtual prototyping

1). Thesecondmicrofabrication)supports research relatedavancinghe statef the art in thenodelingandcontrd

aspects of théabrication(physicalprototyping). The thirdelement(education)providesassistancéo microelectronis

edication through support of MOSIS and administrative oversight for its involvement’in microfabrication for educational
institutions.

SYSTEMS PROTOTYPING

Systems Protgping deals with the information technology for tying together design and fabrication in order to implement
quick turnarounddesignof prototypesThegoalis to creatanethodologiesnddefinetechnologieghatreduce thdime

needed to build compents and systems. SPF seeks to provide the design methodology and tools as"well as infrastructure
and servicesor rapid prototyping.Research is supportexh: systemdevel designtools and environmentdor virtual
prototyping of systemsgdesignframes,designmethodologyinterfaceproblems specificationanguagesndformatsand

modeling techniques for packaging technologies.

New initiatives inthis program element include research in rapid prototyping for advanced”manufacturing. New tools and
technologes for virtual prototyping coupled with innovative services and an updatedinfrastructure that allows distributed
rapid pototypingoverhigh speedhetworksare of particularinterest. Projectsncludenewlanguage$or machineand

process design, and ©OACAM integration, as well as projects encompassing modeling, simulation,’model validation, and
design tools and techniques. Research dealing with the applicatiefubMIsS| design paradigms to SFF (Solid Free-form
Fabrication) and MEMS (Micro-Electro-Mechanical Systems) are also”addressed.

MICROFABRICATION

This program element supports basic research needed to understand, nuateiahohicrofabrication processes, including
nanotechnalgy and biochips, patterdefinition andtransfer,and modeling,simulationand automation(for compute
integratedmanufacture of VLSI components and systems). The emphasis is on researchfocused on modeling and control
aspects of pysical protogping. Topics of inters include architectures for manufacturing, simulation and real time control,
disciplinesfor usingsemiconductor manufacturing equipment and processes; test structures, sensors”and instrumentation
for process monitoring; modeling and simulatiothatprocess, device, circuit and system levels; integration of CAD, CAM

and CAT metbdologiesand theapplication of these methodologiesto SFF, MEMS and othemmechanicaland
electromechanical prototyping technologies.

EDUCATION

This rogram element consists of two components. The first is MOSIS (MOS”Implementation Service) which serves as a
broker providing access the semiconductor foundry industry. This program also deals with new"technology issues at the
undergraduatdevel throughsponsorshipf educationallyorientedconferencesand workshops funding of innovative
technologydevelopmentshat significantlyimpacteducationabpproaches teystemprototyping(such as=PGA design

frames), distribution of preliminary versions of innovative research and”educational materials, and encouragement for the
upgrading of microelectronics-related subject matter, curriculum, laboratories, and faculty.

I NEW PARADIGMS FOR MANUFACTURING, NSF Workshop Report NSF"94-123, May 2-4, 1994, Arlington
VA.
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Initiatives and Opportunities

The Systems Protgping and FabricatioRrogram encourages research leading to the development of new technologies™for
rapid prototyping and provides the research and educational communities with"access to these new technologies.

While MOSIS hasrovidedandwill continueto provide avaluableservice to thauniversity educationand research
communiy, other methods of virtual and physical implementation are needed. Methodologies™for prototyping, packaging,
testing and maufacturingmust be integratedwith and closely coupledto systemsand circuit designtechnologies
Requirements for higher performance and improved reliability with smaller size,lower cost and lower power also dictate
such integration. Desigreemust work with more of a systems outlook, and have a more comprehensive“design experience
at a higher level of system implementation.
New technologiegmini-fab productionlines, Field Programmabl&ateArrays (FPGA), Multi-Chip Modules(MCM),
optical interconnect, micro-sensors, biochips, etc.), and new methodologies (fast prototyping, top-down design, powerful
CAD tools,designlibraries, etc.) when coupled with innovative services and an updated”infrastructure have the potential
to meet this need.
Listed below are some of the key issues related to the SPF activities;

*  Qvercoming performance limitations increasingly due to packaging“shortcomings.

*  Reducingthe time and cost for prototype fabrication with new methodologies (virtual“prototyping, for example),
tools, equipment, and services.

*  Exploiting new technologies (field programmelgjate arrays, multichip modules, etc.) and new methodologies for
rapid physical prototyping in research and education.

*  Applying relevant VLSdesign paradigms to solid free-form fabrication (SFF), micro-electromechanical systems
(MEMS) and other mechanical technologies.

*  Simplifying, automating and speeding up access to microfabrication processes.
*  Making new package and multi-chip module approaches available to the"academic community.
*  Defining new methods for functional and physical partitioning across and within“package levels.

*  Encouraginga closermelationshipbetweenCAD tool designersand thosedoing fabrication, packagingand
prototyping, in areas such as requirements, integration, and evaluation of system”performance.

*  Developing, integrating and improving distributed access to virtual and physical”prototyping techniques.
*  Developing design frames that allow rapid hardware simulation of “application-specific systems.

*  Exposingstudentgo asystem-levetlesignexperiencewith practice inoptimizing the selectionamongdesign
alternatives and with exposure to requirements for design verification.

*  Innovativeuseof curricularmaterials,compressiorof topics,curriculumupdating,and useof higherlevelsof
abstraction.
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Awards

Prototyping

Microelectronic

California Institute of Technology; Michelle Effros; CAREER
Code Clustering for Universal Image Coding and Other
Implications; (MIP-9501977); $32,169; 36 months; (Joint
support with the Circuits and Signal Processing Program, the
Microelectronic Systems Architecture Program, and the Design,
Tools and Test Program - Total Grant $134,628).

This project seeks todevelop reasonable
complexity, source-independentoding algorithms
which are crucial to thdesignof robustsystemsor
image coding and mobile communicationsin these
applicationghestatisticsof the source and channel in
operation are typically unknown a priori, and the
performance of the coding strategy employed is
sensitive to those unknown characteristics.

The two-stageapproactdevelopedn the source
coding literature is employed. The literature
demonstratethatin generaloneshouldquantizethe
spaceof possiblecodes.Someof the rateshouldbe
spent ordescribingwhich code,in afamily of codes,
should be used on the source aperation.Specifc
projectsincludethe developmenbf a universalDCT
code compatiblewith JPEG and MPEGmage and
video standardsa universalKLT code,a universa
wavelet packet code, and a universal channel code.

The main objectivesof the educatiorplan are to
develop and maintaimaexciting atmosphere for active
learning for undergraduateand graduate studens
through innovative programs that encouragethe
maximum possible exchga between students, faculty,
and individuals from local industry.

University of California-Santa Barbara; Malgorzata
Marek-Sadowska; Research on Layout and Logic Design
(MIP-9419119);$40,000;12 months; (Joint supportwith the
Design, Tools and Test Program - Total Grant $140,000).

This researctsion layout driven synthesis, i.e. the
intersection of logicysthesis and physical design. The
focusis on restructuring logic networks in synthesized
digital systems. Five topics,which meetthe goalsof
improving routing efficiency or powerconsumption
are being investigated. These are:

1. Incremental logic resynthesis to control wiring;

2. Couping wiring with logic restructuringand
finding optimizations to eliminate wiring
overflows;

3. Use of generaled Reed-Muller forms to analyze logic as an aid

to;

a. designing cell libraries,

b. technology mapping,

c. developing new multi level optimization techniques,

d. designing networks of provably good testability;

4. Develop new metids for power optimization, at the technology
independeamd technology dependent levels in logic synthesis;
and
5. Find better routing tools to handle power constraints.

University of Florida; Mark E Law; PFF: A Multidisciplinary
Approach to IC Process Modeling Using the SUPREM-IV
Modeling Toolt (MIP-9253735 A003); $100,000; 12 months.

This mitidisciplinary researcHocuseson thedevelopmenbf
silicon models for point defect behavior, which are vital to
unctrstandingdopantdiffusion. Modelsare beingdevelopedand
parameterizedor the effect of silicidation and stress on point defect
kinetics. Thesenodelsarethenimplementedn SUPREM-IV, a
standard integrated circuit process modeling tool that utilizes
advanced finite element techniques.

University of Maryl and; K. J. Ray Liu; NYI: High Performance
Computing for Signal Processing (MIP-9457397 A001),
$31,250; 12 months; (Joint support with the Circuits and Signal
Processing Program - Total Grant $62,500).

There are threemajor architectural models used in
high-performance signal/image processing:
1. VLSI- signalprocessing high-throughput VLSI architectures
for low-cost application-specificimplementationsused in
applications such as communication systems, speech,
video/HDTV, and radar;
parallelsignal processing omassivelyparallel computers-
parallelalgorithmsfor complex signal/imaging systems used in
computervision, medicalimaging,and the processingf vast
amounts of data in deep space exploration;
distributedsignalprocessing ohigh-speedetworks- used in
applicationssuch agdocumentimageprocessingmultimedia
automatic sighal processing inmanufacturing,and medica
signal/image processing.
This researchwill focus on the developmentof efficient
algorithms and architecturesor eacharchitecturalmodel, and in
comparativestudiesof the advantagesind disadvantagesf these
different computingschemes. The goal is to investigatewhich
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signaliimage procesg problems can be carried out optimally under

different computing and communication schemes.

University of Maryland; Linda Milor; CAREER: A Statistical
Modeling Methodology for Submicron MOS Devices and Circuits
(MIP-9501912); $135,000; 36 months.

Theperformance of an integrated circuit depends
on thedesignersthoicesand the processngineers
decisions during the manufactureof the device
Typically the choices and decisions are independent of
each othewith little awarenessf theinterplayof the
two engineering domains.

This researchdevelopsmethodsfor raising the
designers' awarenessof the effects of circuit
implementationparameters and teensitizeprocess
engineers to the impact of processing decisions on the
performance of the final circuit. A statistical model is
devdoped to correlate device and process parameters,
primarily to estalish circuit performance variations on
spatial and preess dependencies in replicated circuits.
Circuit simulators are used to solve the resultant

Michigan Technological University; Ashok K Goel, Esther T
Ososanya; Experimental Validation of Interconnection and
Transistor Delay Models for the GaAs-Based Integrated Circuits
(MIP-9223989 A003); $10,000.

During the lasfew years,GaAstechnologyhas
emergedrapidly from basic research tdevice and
circuit development. It crucial to know the expected
propagatiordelaysin anintegrateccircuit beforeit is
fabricated. To meet this objective, numerical models
have beendevelopedthat addresscrosstalk and
propagatiordelaysin the parallel androssingVLSI
multilevel interconnectios as well as for the transverse
delays in the GaAs MESFETs anGaAs/AlGals
MODFETSs. In additionto determiningthe crosstalk
andpropagatiordelays,the modelscan beutilized to
achieve the optimization of the device and
interconnectiondimensionsand other parametefsr
minimum crosstalkand delays. Validation of these
numerical models by comparisonof the modelirg
results with actuaxperimental observations is critical
if they are to bancorporatednto GaAs CADtools.
This researcteffort focuseson thefollowing set of
objectives:

1. design and fabrication ofis&ral GaAs-based logic
circuits to retain thebility to alter thevarious
design parameters;

applicationof the interconnectiorand theGaAs
MESFET delst models recently developed for the
determination of propagationdelays in these
GaAs-based logic circuits;

experimental masurements of propagation delays
in thesecircuits and comparisorwith developé

delay models;
4. modfication of the interconnection and transistor delay models,
as required; and

5. experimental validation of the final models.

State University of New York - Binghamton; Jiayuan Fang;
NYI: Analysis and Modeling of High-Speed Interconnects in
Electronics Packaging (MIP-9357561 A002); $61,984; 12
months.

This research isoncernedvith the analysisand modelingof
electrical performanceof high-speedinterconnectsn electronic
packaging. The finite-differencetime-domain(FDTD) method
which is afull-wave solution of Maxwell's equationsin three
dimensions, is used to simulate signal propagation throuch
interconnects. Topics pursued are:

1. Development of a computational scheme for conformel
finite-differencegrid to model complex-shapénterconnects.
The objectiveof this schemeis to enhancehe resolutionand
accuracy of numerical solutions while maintaining the
computationefficiency associatedvith the regularectangula
finite-difference grid.

Analysis and modeling aflectrical properties of interconnection
discontinuities in electronics packaging. Issues involved in this
topic include: modeling of electrical characteristics of
interconnection dontinuities over the frequency range from dc
to tens of gigahertz; evaluationiwfpacts of parasitics associated
with interconnectiondiscontinuities on the propagation of
high-clock rate signals; anéelopment of design guidelines for
ypical interconnectiondiscontinuitiesin high performane
electronics packaging.

North Carolina State University; Paul D Franzon; NYI:
Advanced Interconnect and Display Approachg1IP-9357574
A002); $62,500; 12 months.

The primary focus of this work is to resolve issues dealing with

thedesignand implementationof high bandwidthreconfigurabé
interconnecsystemsbhased on Micrdelectro-MechanicaBystens
(MEMS) which are commonly referred to as Micromachines
Different guided-waveoptical and holographicfree-space optical
switch elementsare beingmplementedand comparedn terms of
bandwidth, switch reconfiguration rasd range of programmaubility.

Application to dataswitching, and programmableinterconnet
devicesfor rapid prototypingare beingaddressedvith attentionto
bothtechnological and system-wide performance/cost design issues.
Comparisons armadewith conventionatechnologiesAlso being
investigated is the appéition of some of the optical MEMS elements
to advanced image projection.

University of North Carolina - Charlotte; Dian Zhou; NSF
Young Investigator: Performance-Driven VLS| Designs
(MIP-9457402 A001); $31,250; 12 months; (Joint support with
the Design, Tools and Test Program - Total Grant $62,500).
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Three research issueshigh-performanc&/LSI
system design are being addressed:

1. how to relate theystemperformancefunction,
characterizedby electrical parameters, to the
geametrical parametersof the VLSI physicd
design;

2. howto modelperformancealriven VLSI physica
designs based ongiven technology and
computational capability; and

3. how to characterize the fumdantal computational
aspects of modeled problenmsiadevelop effective
algorithms for solving them.

A distributed RLC circuit model for interconnects
is being designed. It considers:

1. non-monotone circuit response;

2. coupling effects among the signal lines, and

3. low energy consumption.

Efficient computation methods that solve
time-varying Maxwell equationsusing the adaptive
wavelet collocation method (AWCM) are being
devised. The algorithms and methodsare being
included in a CAD system.

Brown University; Harvey F Silverman; A Large-Scale,
Intelligent Three-Dimersional Microphone-Array Sound-Capture
System (MIP-9314625 A002 A003, A004); $87,940; 24 months;
(Joint support with the Experimental Systems Program, the
Circuits and Signal Processing Program, the Microelectronic
Sysems Architecture Program, and the Design, Tools and Test
Program - Total Grant $674,601).

This is ajoint projectbetweenBrown and Rutgers to build a
large microphone aryavith associated processors for beam forming.
Applications are direction finding, echocancellation,and speaker
differentiation in teleconferencesystems,multimedia educationh
systems, and large conferencenters. Groups of microphones share
microphonemodulesthat perform A/D conversionand low-leve
processing. Thmicrophonemodules are linked over a high speed
serial network (possibly optical) to a multiprocessorssignal
procesig systemfor the higherlevel processing. Theesultirg
gstem is being evaluated in atperimental teleconferencing facility.

University of Wisconsin; B. Ross Barmish, Krishna Shenai;
Robust VLS| (MIP-9424580); $25,000; 12 months; (Joint
support with the Systems Theory Program - Total Grant
$50,000).

Thefocusof this research is on thesignandmanufactureof
electroniccircuits at thesubmicronrangefor logic, analog,and
mixed-sgnal applications. This new approach to robust design uses
an intervalbounddescriptionratherthan statisticaldescriptionof
variable parameterassociatedvith the manufacturingprocess.
Evduation of performanceutilizes advancedmixed-modecircuit
simulatorsin which carrierdynamicswithin semiconductodevices
and inteconnects are modeled at the application level. The focus is
on the desigmf algorithmswith thelong termgoal of developimg
tools to aid in theanalysisand designof complexVLSI circuits.
Initial examples being considered are a CMOS differential amplifier
and a CMOS inverter.
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MEMS, SFF, MCM

Stanford University; Martin Fischer, Krishna C Saraswat,

Raymond E Levitt; Product, Process and Organization
Prototyping for Concurrent Engineering (MIP-9420398)

$150,001; 24 months; (Joint support with the Information

Technology and Organizations Program - Total Grant
$300,001).

This projectonducts enabling research on virtual
prototping tools for cothborative design, construction,
and startupf semiconductor manufacturing facilities.

This extendsandintegratesongoingresearctwithin

the Center for iegrated Facilities Engineering and the
Centerfor IntegratedSystemsat Stanford. The focus

is not on design of actual projects or processes, but on
theimplementatiorand startupf the factory building
and support systems of the manufacturing enterprise.

Research is lig performed in collaboration with
an industrial partnerwho is providing specificatiors
and isguiding testingof theory and software. The
resuling toolswill radically shortenthetime to bring
new semiconductor facilities on-line.

University of Colorado; Yung-Cheng Lee; PYI: Multichip
Module Design for Manufacturing (MIP-9058409 A008);
$47,500.

This research addresses sdmg requirements for
the design for manufacture of very small
supercomputers used iimelligent machinessuch as
portable robots.  Thisnultidisciplinary effort is
centered omevelopinga compactrapid prototypirg
and manufacturing center.  Microscale laser
lithography, flip-chip solderingand robotcontrolled
pick-and-place technigues are being used. Simulation
studies validate the design before prototyping
Research isconcentrating on the self-alignirg
mechanism with an emphasis the reliability of solder
joints, fuzzy logic modelingwith focus on the process
modeling and optimizatiomnd further improvement of
thermosonic bonding technology.

Massachusettsinstitute of Technology; Emanuel M Sachs,

Duane S Boning, Michael J Cima, Subra Suresh, David C
Gossard; Design Automation for Solid Freeform Fabrication

(MIP-9420365); $360,000; 24 months.

This project is creating@design paradigm for solid
free-form fabrication, based onthat for VLSI.
Elements of the VLSI paradigm to be translated to the
mechanical domain inalie one-directional information
flow, the cleardelineationof levels of abstraction
formulation of design ruleand design libraries, and the
development of intermediatepresentations for storage

and trasmissionof variouslevelsof abstractiorof a
design. Severajptes é structures that are ill-suited to
presentdesignmethodsare themotivation for new
languages, libraries, and tools. These include surface
textures functionally gradient materials, and thermally
and chemicall active material. All of these structures
requireinstantiationof cells, possiblyparameterized
whichis not well supported by current languages such
as STL.

Michigan State University; Jon Sticklen, James K McDowell,
Martin C Hawley; Virtual Prototyping for Polymer Composite
Assemblies(MIP-9420351); $525,016; 36 months.

The projetdevelops a virtual prototyping facility for the design
of meclanicalassembliesontainingpolymercomposites. Design
approaches aimvestigatedor loweringthe cosbf manufacturing
espeially methodswhich replacemechanicakubassemblieby a
unitay compositepart. A suiteof automateddesigntools is
developedfor virtual prototypingof assembliesnadeof polyme
compositematerialsAND making thesetools accessible on the
Internet. Industrialrelevancads insuredby directparticipation of a
midsized companyspecializingin advancedpolymer composite
design and fabrication.

Carnegie-Mellon University; Jonathan Cagan, Cristina H
Amon, Rob A Rutenbar; Virtual Rapid Prototyping of
3-Dimensional Electro-Mechanical Layouts (MIP-9420372)
$469,779; 24 months.

Thigoroject is developing techniques and tools for synthesizing
three-dimensionalyauts of ebctromechanical systems. Research in
this project isexploring new combinatorial algorithms for the
arrangemenbf mechanicalcomponentsthat will satisfy a large
numberof conflicting designconstraintsjncluding volume, shape,
weight, thermal interactions, structural support, and accessibility for
repair. Thesalgorithmsare beingncorporatednto tools for the
design ofvearable computers, to be fabricated under the auspices of
other NSF-supported researchCatrnegieMellon University. To
improve he educational aspects of this project and the connection to
the ralities of productdesign,eachgraduatestudenton the project
will work as a summer intern for industrial supporters of the project
in the thermal analysis and project layout groups.

University of Pennsyhania; Ruzena K Bajcsy, Dimitri Metaxas,
Vijay Kumar, Daniel K Bogen; Rapid Prototyping of
Rehabilitation Aids for the Physically DisabledMIP-9420397

A001); $10,000.

The methods of rapid prototyping are ideally suited to
rehalilitation devices. Becauseeach person requires unique
perbrmanceand function in a rehabilitation device, devices specific
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to each personust be rapidly designed and produced. This project

is investigatinga completelyintegratedapproach to thdesignand
prototyping of passivemechanicalrehabilitation devices. The
approachinvolves: the quantitative assessmentf the form and
performanceof humanlimbs; the designof the assistivedevice

evaluatim of the device using virtual prototyping; feedback from tharms, which the userears as an exoskeleton.

This project is buding a haptic interface to a mechanical design
gstem. The objective is to demonstratethat part interaction
assembly,and manipulability can beevaluatedwithout physica
protogpes. Visualiteractions are provided by a CRT screen, while
haptic nteractionis by meansof force reflectingteleroboticmaster
Instead of controlling

consumemandtherapist; actual prototyping of the device; evaluatioslave arms in a remote envirant, the masters affect a virtual world
of the functionand performance of the device; and redesign basediorwhich the prototypeassemblyexists. Geometricandfunctiond

perfomance. The contributions of the productinclude: the
developnent of new computer-basedools for the assessmentf
humanperformancea manufacturingechniquefor a new class of

reasoning determine part tamt, interference, and the propagation of
forcesand torques. Visual rendering techniques display the current
statef the assembly. Haptic rendering techniquesfeed back

hyperelastic materials; the igteation of tools into a rapid prototyping appropriatdorces to the master arms, enhancing the effectiveness of
system for rehabilitation devés; and development of mechanisms fothe interface.

systematic evaluation of the final product.

University of Utah; John M Hollerbach, Stephen C Jacobsen,
Elaine Cohen; Rapid Virtual Prototyping of Mechanical
Assemblies (MIP-9420352); $392,000; 24 months; (Joint

suppat with the Experimental Systems Program - Total Grant

$800,000).

West Virginia University; Lawrence A Hornak; NYI:
Cointegrated Polymer Waveguide Optical Interconnections for
Wafer-Level MCM System@IP-9257101A003); $62,500;12
months.

Motivated by the need for robust polymers optically superior to
polyamidesyet suitablefor cointegrationof opticalinterconnectia
waveguides dectly with the active CMOS interconnection substrate
of adwancedmulti-chip modules(MCMs), the research seeks to
fabiicate the first optical waveguides with polyphenylsilsesquioxane
(PPSQ), a spin castablew temperaturgorocessedilicon ladde
polymer used as a thin and thick film dielectric for microelectronics.

This material potentially offers the low loss obtainablewith less
stableoptical polymerswhile offering thermalstability and process
latitude (patterning wet, dry etching)exceedinghatof polyamide.
This research assesses thdtability of PPSQ together with
planarizing ad superstrate polymer layers for providing a multilayer
system supportingfabrication of high density waveguidearrays
directy over the Silicon devices of emerging active MCM substrate.

Education

Film Arts Foundation; Ruth Carranza; Silicon Run 1.2 - An
Educational Film about Integrated Circuits (DUE-9455761)
$12500; 24 months; (Joint support with the Course and
Curriculum Program - Total Grant $50,000).

Integratedcircuits,and thecomputergheydrive,
introduced a new era in electronics. Each year faster,
more powerful computers are produced increasing the
demandfor a skilled work force and aneducate
public. Increasing an awareness about manufacturing
processes in the semiconductod @omputer industries
is an educational challenge - one which is hindered by
the lossof visualimagerydue to thenaccessibilityof
industrial sites to students, educators and the public.

The SILICON RUN twepart series addresses this
eduationalchallengeby capturingthe richimagesof
manufacturing on film/video to provide a clear

overview of semiconductor and compute

manufacturing. SILICON RUN [, produced in 1986,

explorescrystalgrowth, the effectsof doping, CMOS

transistors, and thdesign and fabrication of IC wafers.

TherecentlycompletedSILICON RUN Il continues

with testing, packaging, printed circuit board and

systemassemblyandmulti-chip moduletechnology.

The series is being usdor educationandtraining

thousandsof studentsin universities, collegesand

technicalschools are viewing these films/videos every

year.

The many changesin technology since thecompletion of
SILICON RUN I makeit necessaryo update théirst film with the
productionof SILICON RUN 1.2. Thegoal of this project is to
re-film the industrial manufaating footage so the series can continue
providing students with viable information about todays

maragturing. Responses from recipients' surveys overwhelmingly
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show that the series is an asset to undergraduate education. This awardimplementsa planfor the Japanes&echnoloy
Evaluation Center and th&Vorld TechnologyEvaluation Center
(JTEC/WTEC)for conductingtwelve studiesof foreign R&D to
Loyola College in Maryland; Michael J DeHaemer;International  edablish benchmarks to help focus US R&D. The research will be
Research and Development: What the U. S. Can Learn Abroaddone ly expet panels that will visit foreign laboratories, and present
(ENG-9416970, A001, A002); $12,123; 24 months; (Joint their findingsin workshops and in technical reports. Three methods
support with the Interactive Systems Program, the Advanced will be used as appropriate:
Research Projects Agency, the Departmenif Commerce, the 1. thestandardapproactthatJTEC/WTEChas used in previous
Manufacturing Machines and Equipment Program, the grants, and two new metti®that will provide greater flexibility;
Quantum  Electronics Program, the Plasmas and 2. mission-directedtudiesonbehalfof governmentagencies that
Electromagnetics Program, the Special Studies and Analyses must saisfy a limited setof objectivesand meeta shorttime
Program, the Department of Energy, and the Department of the constraint; and
Navy - Total Grant $988,945). 3. state-of-theart reviewawith subjectsand delegations proposed
by the scientific community.

Carnegie-Mellon University; Daniel P Siewiorek;Workshop on
Solid Freeform Fabrication, May 24-26, 1995,Pittsburgh
Pennsylvania (MIP-9522091); $26,500; 6 months.

A workshop was held involving about a dozen leadirg
researchers from academia and industry met to discuss:
1. The type of part description for use in SFF definition;
2. the nature of design tools to support SFF fabrication; and,
3. the formats for data interchange in solid free-form fabrication.

Infrastructure

Advanced Research Projects Agency; Robert F. Lucas; advancedsensor andhicro-mechanicatlevices);and
NSF/ARPA Agreement for Use of ARPA VLSI Implementatigns rapid prototyping methodologiestools, and services
(MIP-9419682 A001); $350,000; 12 months; (Joint support with needed for complete systems.

the Microelectromechanical Research  Program, the

Manufacturing Machines and Equipment Program, and the

USEME Course and Curriculum Program - Total Grant

$800,000).

A 1994 Memorandunof UnderstandingMOU)
between théNational ScienceFoundation(NSF) and
the Advanced Research Projectdgency (ARPA)
extendedathree-yeajoint program supportinyyLSI
(Very Large Scale Integration Fabrication) by MOSIS
(Metal Oxice Semiconductor Implementation Service)
for qualifying educational institutions. The
continuation of the MO expands the original program
to acceleratecritical capabilitiesfor Microsystens
Design and Protgping in U.S educational institutions.
This includes expandingthe original services and
technologiesavailableto schoolsauthorizedto use
MOSIS asthey becomegenerallyavailableand cost-
effective (e.g., semi-custom and gallium arsenide chip
fabrication), stressingVLSI education, especialy
undergraduateeducationneededor designingfuture
electronic system;exploringnewfabricationservices
dedgned specifically for the research aneducatio
comnunity's desirefor costeffectiveexperimentatio
of state-of-the-art technologies (e.g., design of
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